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## Abstract

The focus of this habilitation thesis is on secure computation, an area of cryptography that lets multiple parties distributively compute a function on their private data. After providing a high-level introduction to my work in cryptography, the manuscript provides a gentle introduction to secret-sharing-based secure computation, which is aimed at a general audience. Then, the last chapter covers some of my contributions to secure computation through the introduction and construction of pseudorandom correlation generators (PCG), a cryptographic primitive that enables considerable efficiency improvements for a wide variety of secure computation protocols. I provide a step-by-step introduction to the notion of PCG and its security properties, outline the challenges in building them, and present a general framework for constructing PCGs. The chapter also contains extensive efficiency considerations and covers various optimizations, as well as extensions and generalizations of the notion of PCGs. Altogether, this provides a unified introduction to the work on pseudorandom correlation generators developed in my work over the past five years, aimed at a broad cryptography audience.
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# Chapter 

## Introduction

The focus of this manuscript is on secure computation, an area of cryptography that is concerned with the protection of private data when they are used within distributed computations. The intent of the manuscript is not to provide an exhaustive introduction to cryptography (indeed, it does not even provide an exhaustive introduction to secure computation). In particular, I will not cover here the historical background that led cryptography to be the vibrant and flourishing area that it is now. There are countless amazing monographs on the subject, and I would not have much to add to them. I will also take the liberty to assume some familiarity of the reader with basic concepts and notations from cryptography. However, I will do my best to introduce all notations that could be unclear at first.

This was for the early disclaimers. At this stage, dear reader, you might be wondering what you should expect to get from this manuscript. So let's try to clarify this upfront, shall we?

### 1.1 What you Might Get from this Manuscript

The answer, of course, really depends on who you are. This manuscript is written as part of my application to the Habilitation à Diriger des Recherches (HDR), a French academic procedure whose successful completion grants the right to supervise PhD students. I hope, however, to also later use this writeup as a basis for a survey providing an introduction to pseudorandom correlations and their use in secure computation and zero-knowledge proofs, since this has been an active area in the past half-decade, and this could facilitate navigating through the field. In its current shape, this manuscript is somewhat of an introduction to secure computation (with a focus on secret-sharing-based secure computation) followed by a tutorial on silent secure computation, with a focus on their design and use within my work (so, for example, while there has been a lot of exciting work on zero-knowledge from pseudorandom correlation generators and on silent secure computation over the ring $\mathbb{Z}_{2^{k}}$, you won't read anything about that here). It is therefore somewhat of a hybrid between an overview of my research activity, and a survey of the subfield of secure computation to which I contributed the most: it only covers the portion of my research that I deemed useful (hopefully) to synthesize in a unified and organized survey, and does not go much beyond what appeared in my work (except when it comes to covering general background on secure computation).

Chapter 2 provides an accessible introduction to secure computation, with a focus on the

GMW protocol, oblivious transfers, and secure computation in the preprocessing model. It is by no means comprehensive, but I tried to make it self-sufficient: it does not assume any extensive background in cryptography. The chapter aims to convey an intuition about where secure computation is today, and what challenges it faces - with a focus, of course, on the challenges $I$ try to tackle. To keep the flow of the discourse fluid, I chose most of the time to introduce notions as I need them (with an informal definition when the discussion is informal, and a formal definition when I'm making precise theorem statements) rather than gathering them all in a preliminary section. I hope that this makes the task of reading the chapter slightly more like reading a story, and slightly less like deciphering a dry textbook. To assist the reader in finding where a notion was first introduced in the writeup, and assuming it will be mostly read on an electronic device, I used the knowledge package - see Section 1.4 "How to Read this Manuscript" for details. The writeup is also filled extensively with rough numbers, orders of magnitudes, and back-of-the-envelope calculations: the purpose is to convey a better intuition regarding what it means to say that a protocol is slow or fast, or that it requires a lot of communication or computation.

Chapter 3 covers the young field of silent secure computation, a branch of secure computation that emerged around 2018 in my work (and that of my coauthors). As is often the case in research, isolated algorithms, theorems, and protocols appeared first, and their unifying features became apparent over time. Hence, irrespective of how the results appeared chronologically in my publications, the chapter provides a step-by-step overview of a general recipe to construct pseudorandom correlation generators (from coding theoretic assumptions) before delving into the specific challenges of more concrete flavors of the notion and of its applications to secure computation.

So, to answer the question asked in the title of the Section: if you are a reviewer of this manuscript or an expert on secure computation, Chapter 2 will cover stuff which you are already very familiar with - though if you feel a bit rusty on the edges you might enjoy skimming through some of the explanations or back-of-the-envelope calculations. If you are a student or a young cryptographer discovering the field of secure computation, the chapter might help you get a better intuitive grasp of the field and its challenges, though beware that it only scratches at a restricted area of its surface. As for Chapter 3, if you did not work on (or with) pseudorandom correlation generators in the past, or if you lack a bird-eye view of how they work, the chapter should hopefully provide a good introduction to the subject. Here again, the focus is on conveying an intuition about how they emerged, how efficient they can get, what are the rules of thumb to estimate their security guarantees, and what are (some of) the remaining challenges. It only covers a small fraction of the subject: the field is evolving rapidly, and its applications have branched out into multiple directions, far more than I could cover in a manuscript of this length. But as a starting point for getting into the area, I hope that this chapter can be a reasonable introduction!

### 1.2 What you Won't Get from this Manuscript

This manuscript is intended to showcase some of my research contributions. However, it does not cover all of my research work by any means. It is restricted to my work on silent secure computation - and even there, does not cover all of my publications in the area. So, for the sake of completeness, in Section 1.3, I will briefly overview the other things I've been doing which did not make it to this manuscript. A warning is in order: in the context of
the overview in the next Section, and for the sake of keeping the discussion short, I do not provide definitions of most of the cryptographic primitives I mention - the section is intended to be mostly accessible to the knowledgeable reader (and since its purpose is only providing a broad overview of what I've worked on, it can probably be skipped by most readers). This is the section of the manuscript that does not attempt to provide accessible coverage for the non-expert reader, and this reader might want to skip it.

Another thing the reader should not expect from this manuscript is fully detailed formal proofs. I focus on conveying the intuition behind the constructions, and usually only provide a brief overview of how the security analysis goes on. I tried to consistently provide pointers to where the interested reader can find the detailed proof or sometimes left them as an exercise (mostly for students or readers new to the area who would like to try their hands at how security analysis goes for these constructions).

### 1.3 What I Also Worked On

Below, I cover the other directions which I have been investigating. For each direction, I start with a brief introduction of the subject, outlining what was known and what challenges I focused on, and I give a list of my contributions with one or two sentences describing their content. The full list of my publications can be found at the end of this chapter.

### 1.3.1 Sublinear secure computation

Securely computing a function is the main subject of this manuscript. However, my focus is on improving practical secure computation protocols - that's why you will see many concrete numbers in the writeup. It is however also of fundamental interest to understand some more theoretical aspects of secure computations. One specific aspect I am particularly interested in is understanding the communication complexity of secure computation.

Concretely, if we want to compute a function represented by a boolean circuit of size $s$, we know how to do it generically with an amount of communication that scales linearly with $s$. Can we do better? If the parties only want to invest a polynomial amount of resources, and if the function does not belong to some restricted function class, the answer is far from obvious. It was even a long-standing open problem until the breakthrough work of Gentry, which introduced the first fully homomorphic encryption scheme (FHE) [Gen09]. This led to secure computation protocols with communication independent of the size of the function (proportional only to its input size and its output size), under (a circular security variant of) the LWE assumption. Almost three decades after the problem was first raised, this work finally broke through what is commonly referred to as the "circuit-size barrier".

However, this is not the end of the story: as of today, we only know of constructions of FHE from variants of the LWE assumption, or assuming the existence of indistinguishability obfuscation [CLTV15]. This leaves open an important question: under which cryptographic assumptions is it possible to securely compute a circuit with a sublinear amount of communication? Another good motivation for studying alternative roads to sublinear secure computation is the inefficiency of FHE-based constructions. Modern secure computation protocols, as we will see in this manuscript, are typically described in a preprocessing model where the bulk of the computation is pushed to an online phase, and the actual secure computation requires much fewer resources. FHE-based protocols do not fit in this paradigm,
which begs the question: is it possible to securely compute a function in the preprocessing model using a sublinear amount of computation?
This question has motivated several exciting results recently, including but not limited to [BGI16a; OSY21; RS21; DIJL23]. Part of my work in the past few years has been devoted to this question, with a focus on secure computation protocols that go slightly beyond the circuit-size barrier (typically, communicating $O(s / \log \log s)$ bits for circuits of size $s)$ for a large but restricted family of layered circuits (i.e. divided into layers such that every edge of the circuit connects adjacent layers), obtaining a variety of results:

- In [Cou19], I gave an information-theoretic secure computation protocol for layered circuits in the correlated-randomness model with $O(s / \log \log s)$ communication and a polynomial amount of correlated randomness (the protocol also extends to other settings, such as arithmetic circuits)
- In [CM21], together with my PhD student Pierre Meyer, we gave a secure computation protocol for layered circuits in the preprocessing model with $O(s / \log \log s)$ communication, assuming the superpolynomial hardness of the learning parity with noise assumption.
- In [BCM22], with Elette Boyle (co-supervisor of Pierre Meyer) and Pierre Meyer, we showed a new approach to sublinear secure computation that uses a strong form of private information retrieval (PIR), which does not imply the primitives used in previous works on the area (such as FHE and homomorphic secret sharing) and which implied, in particular, a construction of sublinear secure computation for layered circuit with $O(s / \log \log s)$ communication under the quadratic residuosity and learning parity with noise assumption (the paper also describes a new polylogarithmic private information retrieval protocol from the computational Diffie-Hellman assumption).
- In [BCM23], with Elette Boyle and Pierre Meyer, we showed how combining our strong form of PIR with homomorphic secret sharing yields sublinear secure computation protocols for more than two parties, breaking the 2-party barrier in sublinear secure computation without FHE. We provide instantiations for $N \in\{3,4,5\}$ parties.
- Eventually, in [CMPR23], with Pierre Meyer, Alain Passelègue, and Mahshid Riahinia, we gave the first sublinear one-sided statistically secure two-party computation protocol without FHE. Our work also obtains new constructions of constrained pseudorandom functions.

This line of work is an exciting and ongoing research area, and several follow-ups are currently in preparation. With the exception of [Cou19], all the works above have involved Pierre Meyer and were conducted in the context of his Ph.D. The techniques involved are closely related to, and build upon, the work on pseudorandom correlation generators which will be the focus of this manuscript. However, since these techniques and the results above are already the focus of the Ph.D. manuscript of Pierre Meyer, who will defend his Ph.D. in September 2023, I decided against discussing them any further in this manuscript. The interested reader is referred to Pierre's Ph.D. manuscript for an excellent introduction to the subject and a detailed coverage of this active research area.

### 1.3.2 Practical secure computation

Most of my work on secure computation deals with either (1) developing techniques to speed up generic secure computation in the silent preprocessing model (which is the focus of this manuscript), and (2) investigating the existence of secure computation protocols with sublinear communication (which I covered in Section 1.3.1). However, I also enjoy the challenge of designing improved (practical) secure computation protocols for functionalities that are useful in real-world applications. In particular, I have investigated the following functionalities:

- In [Cou18], I designed improved two-party protocol for computing the equality test (given inputs $x, y$, outputs shares of 1 if $x=y$, and shares of 0 otherwise) and greaterthan (outputs shares of 1 iff $x \geq y$ ) functionalities.
- In [CZ22], we designed improved post-quantum non-interactive secure two-party protocols to compute the inner product functionality (on inputs vectors $\vec{x}, \vec{y}$, outputs $\left.\vec{x}^{\mathrm{T}} \cdot \vec{y}\right)$.
- In [BC23], together with my PhD student Dung Bui, we designed improved protocols for private set intersection (on inputs sets $X, Y$, outputs $X \cap Y$ ).
The last two protocols above borrow ideas and techniques from my work on pseudorandom correlation generators. I also worked on secure computation protocols for switching between encryption schemes (transforming an encryption $E(m)$ into an encryption $E^{\prime}(m)$ under a new scheme, without leaking $m$ ) in [CPP16], and on protocols for partial fair exchange (exchanging two inputs while achieving a weaker flavor of fairness) in [CRR21b].


### 1.3.3 Foundations of non-interactive zero-knowledge

Zero-knowledge proofs [GMR89] allow a prover to demonstrate the truth of a statement to a verifier while concealing all information beyond this truth. Non-interactive zero-knowledge proofs [BFM88] (NIZKs) are a specific type of zero-knowledge proof where the interaction consists of a single message from the prover to the verifier. NIZKs are an extremely useful cryptographic primitive, with countless applications. One question I'm especially interested in concerns the existence of NIZKs, and more precisely, under which assumptions can NIZKs be shown to exist, and using which setup (since NIZKs for all of NP are known not to exist if no setup is assumed).

Concretely, in the common reference string model (which is, in a sense, the weakest possible), NIZKs are known to exist from assumptions in pairing groups [GOS06; GS08], factorization assumptions [BFM88; FLS90], indistinguishability obfuscation [SW14], and LWE [PS19]. Two big question marks are however (1) do NIZKs exist from discrete-logarithm-style assumptions in groups without pairings, and (2) do NIZKs require public-key cryptography? Another interesting thread of research, which I view as a more "bottom-up" approach to NIZKs, investigates relaxed notions of NIZKs, for example with a stronger form of setup. This includes the study of preprocessing NIZKs (where both the prover and the verifier receive a key in the setup) or of designated-verifier NIZKs (DVNIZKs), where the setup hands a special proof verification key to the verifier.

My work so far has pursued both the top-down approach (trying to base full-fledged NIZKs in the common reference string model on the weakest possible assumptions) and the bottom-up approach. In particular:

- In my very first paper [BCPW15], we introduced implicit zero-knowledge, an intermediate notion between interactive and non-interactive zero-knowledge which can be realized from plain DDH and has application to round-efficient secure computation. This work is what motivated me to investigate the area in the first place.
- In [CC18], we introduced the first designated-verifier NIZKs with strong soundness notion (reusable and statistical soundness) from the DCR assumption. This was the first efficient construction of designated-verifier NIZK with reusable soundness (which states that soundness is not compromised when the verifier checks multiple proofs) in the standard model without pairings.
- In [CH19], we showed that designated-verifier NIZKs with reusable soundness exist from the plain CDH assumption (without pairings), separating for the first time the assumptions known to imply (reusable) DVNIZKs from those known to imply NIZKs.
- In [BCGI18; BCG+19b; BCG+20a; BCG+22], we obtained various constructions of (reusable) preprocessing NIZKs from variants of the syndrome decoding assumption. These works construct pseudorandom correlation generators, which are the focus of this manuscript, and the construction of preprocessing NIZKs follows from a close connection between pseudorandom correlation generators and preprocessing NIZKs (which I will not cover in this manuscript).
- In [CKU20], we obtained full-fledged NIZKs in pairing-free groups under a new, strong but falsifiable variant of the discrete logarithm assumption, as well as the first candidate NIZK from assumptions not known to imply public key encryption.
- In [CH20], we described a new framework to build NIZKs in pairing groups, obtaining in many settings shorter proofs, but also yielding statistical witness indistinguishable proofs in the plain model (for a family of witness-samplable languages), a variant of NIZKs which has proven notably hard to achieve.
- In [CLPØ21], we extended the framework of [CH20], showing in particular short pairing-based NIZKs for a large class of algebraic languages from a new type of gap assumptions.
- In [CKSU21], we described a new compiler to build statistical non-interactive witness indistinguishable proofs for NP in the plain model, obtaining constructions either from standard pairing-based assumption (by plugging [CH20] in our compiler) or from a strong but falsifiable variant of the discrete log assumption in pairing-free groups (by plugging [CKU20] in the compiler).
- Eventually, in [CJJQ23], we showed that infinitely-often NIZKs for NP could be based on the subexponential hardness of the CDH assumption in pairing-free groups, or from the CDH+LPN assumptions. Our techniques also enable us to mitigate strongly the limitations of the infinitely-often flavor of security.

Zero-knowledge proofs were the focus of my PhD (though only the first two works of the list above are covered there). I decided against including an extended coverage of the subject in this manuscript, having already included an accessible introduction of the topic in the form of a 50-page chapter in my Ph.D. thesis. The reader interested in the area can check it
out: it provides relatively wide coverage of the foundations but does not cover so much of more recent results (and it has a focus on the areas that I investigated during my PhD ).

### 1.3.4 Efficient zero-knowledge proofs and signatures

Even though my original motivation lies mostly within foundational aspects of zero-knowledge proofs, my work has also led to the development of new concretely efficient zero-knowledge proofs. The previous section already covers [BCPW15; CC18; CH20; CLPØ21] and the works based on pseudorandom correlation generators [BCGI18; BCG+19b; BCG+20a; BCG+22], which all had an eye (or two) in the direction of concretely efficient proofs. But I've also investigated extensively the design of interactive zero-knowledge proofs (which can be made non-interactive using the Fiat-Shamir heuristic) for statements of interest in the real world. Concretely, I have had two research threads in this direction, one older and one more recent:

- I study the construction of range proofs, which are zero-knowledge proofs tailored to proving statements of the form "this committed integer belongs to the public range $[a, b]$ ". Such proofs enjoy numerous applications, from anonymous credentials [Cha90] to e-voting [Gro05], e-cash and anonymous transactions [CHL05].
- More recently, I developed a strong interest in the design of zero-knowledge proofs of knowledge of a preimage for the syndrome decoding problem. The motivation behind this goal is that such zero-knowledge proofs yield new (plausibly) post-quantum signature schemes whose security reduces to code-based cryptographic assumption, which is of particular interest in the context of recent NIST competitions for standardizing post-quantum cryptography.

My work in these areas resulted in the following publications:

- In [CPP17], we showed how to replace the strong RSA assumption (underlying zeroknowledge proofs for integer commitment schemes) with the standard RSA assumption, and described a new range proof based on integer commitments.
- In [CKLR21], we developed an approach to building bounded integer commitment schemes without relying on hidden order groups. This enabled the construction of new range proofs from integer commitment over standard pairing-free groups, with extremely short proof and high concrete efficiency.
- In [CGKR22], we refined our previous approach and developed a heavily optimized family of new range-proof schemes with various security-efficiency-functionality tradeoffs, with proof of concept implementations, and investigated their use in several applications.
- In [CCJ23], with my PhD students Eliana Carozza and Antoine Joux, we introduced a new highly competitive signature scheme from the regular syndrome decoding assumption, a variant of the syndrome decoding assumption that will also show up on several occasions in this manuscript.
- On a slightly different topic, I also studied the use of my DVNIZK framework from [CC18] in the construction of more efficient anonymous credential systems, which resulted in another publication [CR19].


### 1.3.5 Fine-grained cryptography

So far, I have exclusively covered works related to either secure computation or zero-knowledge proofs, which constitute my main topic. However, I also have a deep interest in the foundations of cryptography. In particular, I am interested in the limitations of black-box techniques, connections between cryptography and learning theory, and (this will be the focus of this section) fine-grained cryptography.

Traditional cryptography requires the hardness of cryptographic primitives to hold against arbitrary polynomial-time adversaries. In contrast, fine-grained cryptography aims to study the feasibility of cryptographic primitives when the adversarial power is restricted, for example, to some fixed polynomial bound. A core motivation underlying the research on fine-grained cryptography is the hope that by relaxing the security to hold against less powerful adversaries, it might be possible to base the existence of fine-grained primitives on assumptions that are weaker than those known to imply their full-fledged counterparts. ${ }^{1}$

While the study of fine-grained cryptography can be traced back to the seminal paper of Merkle [Mer74; Mer78], who constructed a key exchange from idealized hash functions with security against subquadratic-time adversaries, this primitive has recently spurred a renewed interest, leading to a collection of constructions [BGI08; BHK+11; DVV16; BRSV17; BRSV18; CG18; LLW19; EWT21; DH21; WP22] and lower bounds [BM09; BC22] for fine-grained cryptographic primitives. While some results deal with adversaries of restricted (e.g. logarithmic) depth, I am more specifically interested in fine-grained protocols that only bound the runtime of the adversary, since as computational power grows, polynomial runtime gaps between honest parties and adversaries become more and more meaningful. In this area, I obtained the following results:

- In [BC22], we investigated the classical question of whether one-way functions can be based on (strong forms of) average-case hardness, but this time by relaxing the goal to building fine-grained one-way functions. We obtained both negative results (proving black-box separations ruling out constructions of fine-grained OWFs even from non-amortizable, exponentially average-case hard languages in NP $\cap$ coNP) and (limited) positive results, showing that very strong forms of average-case hardness imply fine-grained OWFs with a quadratic gap. This work was invited to the Journal of Cryptology.
- In [ACM22], we studied the intriguing possibility of anonymously transmitting information while communicating solely over authenticated channels, without relying on trusted or non-colluding parties, probing the necessity of trust assumptions for the important goal of anonymous whistleblowing. We proved a general impossibility result in the standard setting, but (perhaps more interestingly) also achieved a fine-grained protocol for anonymous communication over public channels, where deanonymizing the sender requires quadratic work (over that of the honest participants), assuming idealized obfuscation (which yields a plausible heuristic construction when relying on indistinguishability obfuscation).
- In [ACMS23], we proved that fine-grained 3-party non-interactive key exchange (NIKE) with $n^{1.5}$ hardness gap exists in the random oracle model, and that fine-grained 4-party

[^0]NIKE (with quadratic hardness gap) exists in pairing-free groups (in the generic group model). The result also extends to a 6 -party NIKE with quadratic hardness over bilinear groups. We also proved the impossibility of achieving 3-party NIKE in the generic group model with superquadratic hardness, essentially matching our upper bound. In contrast, NIKE with more than 3 parties is only known from indistinguishability obfuscation or multilinear map in the standard (non-fine-grained) setting.

### 1.3.6 Other topics: learning theory, black-box separations, and more

For the sake of completeness, let me briefly overview my works that did not fit in the previous sections, in no particular order:

- I have also worked on connections between cryptography and learning theory, by studying the existence of (weak) pseudorandom functions in low-complexity. This line of work was initially motivated by connections to pseudorandom correlation generators and led to a result $[B C G+20 a]$ which is covered later on in this manuscript. We investigated further this area in a follow-up work $[B C G+21 b]$.
- I also enjoy studying black-box separations (I covered some in the previous section), and worked in particular on black-box limitations for constructing strong one-way functions from weak one-way functions in [BCKR21], and introduced the intriguing concept of black-box uselessness in [CFM21] (informally, a primitive $A$ is black-box useless for constructing a primitive $B$ if, for every black-box construction of $B$ from $A, C$, where $C$ is any other primitive, there must exist a black-box construction of $B$ from $C$ in the first place) together with a preliminary investigation of the black-box uselessness of one-way functions for building key agreement (among other primitives).
- I have a couple of other works on foundational questions in secure computation. In $[\mathrm{ACI}+20]$, we studied the notion of pseudorandom encoding (a primitive that allows embedding any distribution into the uniform distribution), deriving a particular an interesting connection between covert secure computation and fully adaptive secure computation, as well as to various other notions related to steganography and separations between Yao and HILL entropy. In [CR22], we asked how many parties need to be able to toss coins in information-theoretic secure computation, proving, in particular, a surprising result: it is necessary and sufficient that $t$ parties can toss coins to $t$-privately compute any deterministic functionality (hence, in particular, the adversary could corrupt all parties that can toss coins).
- Eventually, I investigated a couple of other cryptographic primitives, such as indistinguishability obfuscation in [ACH20] (showing how to base e.g. FHE on polynomially secure iO together with extremely lossy functions), and constrained pseudorandom functions in [CMPR23].

At the end of this introduction, I include a full list of my publications for reference.
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This manuscript introduces, covers, and manipulates a very large number of notions: secure computation is a vast field that comes in many shapes, with multiple variants and flavors
for each of the security notions, and builds upon a large pool of cryptographic primitives. On the negative side, this can make the task of reading the manuscript quite cumbersome for anyone who lacks familiarity with the field: if read linearly by someone who never saw these notions, and even though most of them are relatively simple and intuitive in isolation, it might overflow the short-term memory buffer of the reader.

On the positive side, however, it gave me the necessary motivation to finally try my hands at the wonderful knowledge package created by our very own Thomas Colcombet. The knowledge package helps the reader keep track of notions and definitions, by providing a clean way to link a notion to its definition in the manuscript. If you are reading this on an electronic device, you can try it out: simply hover your cursor on any occurrence of the terms knowledge package to get a glimpse of the paragraph where they are introduced, or click on it to access the corresponding position in the document. I tried to use this consistently for all field-specific notions throughout this document, so in case of doubt about what a notion means, just click on the obscure term! In case you want to try it in your writeups, I followed the nice tutorial of Rémi Morvan (hover your cursor on tutorial to see the link and click it to open it in your browser). If you are afraid that clicking on a notion will send you to a random page in the document, and that the back-and-forth navigation between where the notion was defined and where you were will be annoying, you might consider using a PDF reader that enables opening small windows from pointers to parts of the document. For example, I use Skim, and using MAJ-ctrl-click (MAJ-cmd-click on a Mac) on a link opens a small window to the relevant part of the document (see the image below, where I put my cursor on OT and MAJ-ctrl-click it).


### 1.5 Notations

In this writeup, $\lambda$ denotes a security parameter, and write $n(\lambda) \in \operatorname{poly}(\lambda)$ to indicate that $n(\lambda)$ is polynomial in $\lambda$ (we also sometimes write this as $n(\lambda)=\operatorname{poly}(\lambda)$ ). We write $\mu(\lambda) \leq \operatorname{neg}(\lambda)$ to indicate that $\mu$ goes to zero faster than $1 / \lambda^{c}$ for any constant $c$, and say that $\mu$ is a negligible function. Given a distribution $\mathcal{D}$, we write $x \stackrel{\&}{\leftarrow} \mathcal{D}$ to indicate that $x$ is sampled from $\mathcal{D}$. Given a set $S$, we also write $x \stackrel{\&}{\leftarrow} S$ as a shorthand to indicate that $x$ is sampled from the uniform distribution over $S$. For an integer $n \in \mathbb{N}$, we write $[n]$ to denote the set of integers
$\{1, \cdots, n\}$. We write vectors as $\vec{x}$, but often identify vectors over $\mathbb{F}_{2}$ as bitstrings, and write them $x$, without the arrow. Given two vectors $\vec{x}, \vec{y}, \vec{x} \oplus \vec{y}$ denotes their component-wise xor (when the vectors are over $\mathbb{F}_{2}$ ), and $\vec{x} \odot \vec{y}$ denotes their component-wise product. By default, we view vectors as columns.

Adversaries (modeled as polynomial-size boolean circuits) are generally denoted $\mathcal{A}$. We use the following template to write probabilities: $\operatorname{Pr}[$ event $\mid$ experiment]. For example, $\operatorname{Pr}\left[\mathcal{A}(x)=0 x \stackrel{\&}{\leftarrow}\{0,1\}^{\lambda}\right]$ denotes the probability that the adversary $\mathcal{A}$ outputs 0 when given an input $x$ sampled uniformly from $\{0,1\}^{\lambda}$. When the experiment can be concisely described, we sometimes use the more compact notation $\operatorname{Pr}_{\text {experiment }}[$ event $]$ (e.g. $\operatorname{Pr}_{x \&\{0,1\}^{\lambda}}[\mathcal{A}(x)=0]$ ), or even $\operatorname{Pr}[$ event $]$ when the experiment is clear from the context. For distributions, we use the template $\mathcal{D}=\{$ sample $\mid$ experiment $\}$. For example, $\left\{(a, b, a \cdot b) \mid(a, b) \stackrel{\&}{\leftarrow} \mathbb{F}^{2}\right\}$ denotes the distribution which samples two random elements $(a, b)$ from a finite field $\mathbb{F}$ and outputs ( $a, b, a \cdot b$ ).
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## Chapter



## Secure Computation: a Primer

Traditionally, the goal of cryptography has been to secure communications: Alice wants to send a message to Bob, but outside observers should not be able to read the message. In a certain way, this notion lacks granularity: either a participant learns the full message of Alice or none of it. Yet, in many realistic scenarios, it is desirable to have a more fine-grained control over which information is revealed. For example, imagine that Alice and Bob are interacting via a dating app, and wish to discover whether they are romantically interested in each other: it might be that Alice does not want to simply reveal to Bob that she is romantically interested in him. Rather, she could want to let Bob learn her interest if and only if Bob is also romantically interested in her. Secure communication does not provide a solution to this problem. One way to formalize this simple task is as follows: Alice has an input bit $a$ and Bob has an input bit $b$, and both parties want to let the other learn $f(a, b)=a \wedge b$ (the bit equal to 1 in case of mutual romantic interest), and nothing more. In other words, our (potential) lovebirds want to exchange private information defined by the computation of a function on their joint private input. The goal of secure multiparty computation, often abbreviated MPC (for MultiParty Computation), is to let them do exactly that - and much more.


Dall-E's best attempt at drawing Alice and Bob securely computing a function
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### 2.1 Secure Computation

Secure computation (also called multiparty computation, or MPC) is the branch of cryptography that studies the design of methods to execute computations on sensitive data held by multiple parties, without compromising the data privacy. It was introduced in the seminal works of Yao [Yao82] and of Goldreich, Micali, and Wigderson [GMW87b]. In a secure computation protocol, each participant has an input $x_{i}$. It allows all participants to jointly reveal to a subset of them the value $y=f\left(x_{1}, \cdots, x_{N}\right)$, where $f$ is a public function, while concealing all information about $\left(x_{1}, \cdots, x_{N}\right)$ beyond $y$. The target function $f$ is commonly represented as a boolean circuit, i.e. a directed acyclic graph with indegree two where the internal nodes are called gates and compute basic boolean operations, such as XORs or ANDs.

In the following, we overview some important considerations for secure computation: how do the parties communicate? How many of the parties can collude in an attempt to break security? How do we formalize security? As will become clear to the reader, the answers to these questions come in multiple flavors. Hence, along the way, we will also clarify which of these flavors will be our focus in this manuscript.

### 2.1.1 Network hypothesis

Protocols for secure computation commonly assume the availability of two network models: (1) the point-to-point network model, where each pair of parties is connected with a secure and authenticated channel, and (2) the broadcast model, where a party can broadcast an authenticated message to everyone (and everyone is guaranteed to receive the same message). We will typically assume that the communication proceeds synchronously, and ignore the issues of network delays, packet loss, and other non-trivial difficulties of distributed computing. Some rationale behind these choices is that they separate the challenges of protecting the privacy of the parties' inputs from the challenges of implementing reliable communication: authentication (which is typically achieved through digital signatures and certificates) and security of the channels (typically achieved through encryption) are themselves the subject of "traditional" cryptography, and considerations on network delays, the difficulty of broadcast, and synchronicity, are active research subjects in distributed computing. Nevertheless, we note that there are many examples, in the secure computation community, of efforts in the direction of tackling directly the challenges of securely computing functions over unstable networks.

### 2.1.2 Corruption threshold

We informally defined secure computation as a way to compute $y=f\left(x_{1}, \cdots, x_{N}\right)$ while concealing all remaining information about $\left(x_{1}, \cdots, x_{N}\right)$. However, this informal definition does not say anything about what happens when multiple parties join their forces (and combine their information) in an attempt to learn new information about the remaining inputs. A slightly less informal restatement addressing this setting could go as follows: even if a subset $S$ up to $|S|=t$ parties combine the information they gathered throughout the protocol (we usually call this information their view of the protocol), they should not learn anything that cannot already be deduced from $\left(x_{i}\right)_{i \in S}$ (their combined inputs) and $y$ (the output).

The value $t$ loosely introduced above is called the corruption threshold - the maximum number of parties that can join their forces in an attempt to cheat. The choice of $t$ plays a fundamental role in secure computation, as different choices for $t$ yield to a completely different landscape of secure computation protocols. A particularly important consideration is the distinction between the honest majority setting (where $t<N / 2$ ) and the dishonest majority setting $(t \geq N / 2)$ :

- When a (strict) majority of the participants are guaranteed to remain honest throughout the protocol, there exists unconditionally secure computation protocol for essentially all functions of interest. In particular, security against the corrupted parties is guaranteed even if they are allowed unbounded running time.
- In contrast, if a majority of the participants can be corrupted, secure computation is known to be impossible to achieve with unconditional security for all but a few restricted type of functions. Hence, protocols in this setting will typically assume that the participants' computational power is bounded, and security is proven by reduction to a cryptographic hardness assumption.

A few comments are in order. First, the statements above hold in a specific security model where the participants do not deviate from the specifications of the protocol (and, in particular, do not quit the protocol before its completion). Considering other types of adversarial behaviors (that might deviate from the specifications, or abort early) complicates the landscape, but related distinctions between low values of $t$ (typically $t<N / 2$ or $t<N / 3$ ) and high values of $t$ can be made in other settings. Second, the statement about unconditional secure computation holds under the point-to-point network model, where each pair of parties can interact through a secure and authenticated channel.

In the rest of this manuscript, we will always be interested in the maximal corruption threshold setting, i.e., $t=N-1$. If fact, a significant part of our discussions will focus on the case $N=2$, where $t=N-1$ is the only meaningful setting. The protocols we will discuss will therefore ultimately rely on computational hardness assumptions. Before moving on, I am including below a few references on the distinction between honest and dishonest majority (warning: the references prove results about securely computing functions, for a notion of securely computing which I have not yet introduced).

### 2.1.2.1 Historical notes

The existence of unconditionally secure protocols (for all $N$-variate functions over a finite domain) for every $t<N / 2$ was first established by Ben-Or, Goldwasser, and Wigderson [BGW88]. The first observation that some functions (e.g., the $N$-wise OR function) cannot be computed with unconditional security was made in [CCD88] (they also observed that other functions, such as the $N$-wise XOR, admit unconditionally secure protocols for any $t \leq N-1$ ). A stronger zero-one law was later established in [CK89], which showed that the only functions computable with unconditional security for $t \geq N / 2$ are those of the form $f\left(x_{1}, \cdots, x_{N}\right)=f_{1}\left(x_{1}\right) \oplus \cdots \oplus f_{N}\left(x_{N}\right)$ (where $\oplus$ denotes the XOR). Since all such functions can be securely computed even when $t=n-1$ (by direct reduction to the protocol of [CCD88] for securely computing an $N$-wise XOR), this yields an interesting phenomenon, where functions can either be computed with unconditional security only when $t<N / 2$, or for any $t \leq N-1$.

### 2.1.3 Notions of security

In secure computation, the security of a protocol for computing a function $f$ between $N$ parties $\left(P_{1}, \cdots, P_{N}\right)$, with respective inputs $\left(x_{1}, \cdots, x_{N}\right)$, is defined by considering an adversary $\mathcal{A}$, which can corrupt a subset of the parties. When a party is corrupted, $\mathcal{A}$ sees everything they see: their input, their private coins, and all messages they receive throughout the protocol. The protocol is secure if everything $\mathcal{A}$ can learn about the private inputs ( $x_{1}, \cdots, c_{N}$ ) can be efficiently computed from the inputs $\left(x_{i}\right)_{i \in \mathrm{C}}$ of the corrupted parties C , and the output $y=f\left(x_{1}, \cdots, x_{N}\right)$ (this is formalized by requiring that the distribution of everything $\mathcal{A}$ sees can be efficiently simulated given $y$ and $\left.\left(x_{i}\right)_{i \in \mathrm{C}}\right)$.

### 2.1.3.1 Semi-honest versus malicious security

The two standard settings are the honest-but-curious setting, where the adversary observes the view of all corrupted parties, but the parties follow the specifications of the protocol, and the malicious setting, where the adversary fully controls the corrupted parties, and can make them deviate arbitrarily from the specifications of the protocol. The honest-but-curious setting often serves as an important first step in the design of a secure computation protocol, as several techniques and compilers can be used to enhance honest-but-curious protocols to the malicious setting.

In the rest of this manuscript, we will focus exclusively on the semi-honest setting: all definitions and results outlined afterwards, unless explicitely stated otherwise, refer to this setting. This is not to say that the setting of malicious security is not of fundamental importance; however, a full coverage of malicious security would require a second manuscript in itself, and considerations for semi-honest security are a necessary first step. Hence, we expect our coverage to be useful even for readers who would be mostly interested in this stronger setting.

### 2.1.3.2 Functionalities

In the short exposition given above, we focussed on the goal of letting all parties obtain the output $y=f\left(x_{1}, \cdots, x_{N}\right)$ of a function $f$ evaluated on their joint inputs $\left(x_{1}, \cdots, x_{N}\right)$. More generally, we will often consider the setting where each party can receive a different output. We will say that $N$ parties compute the functionality $f:\left(x_{1}, \cdots, x_{N}\right) \mapsto\left(y_{1}, \cdots, y_{N}\right)$ on their joint input $\left(x_{1}, \cdots, x_{N}\right)$ if each party $P_{i}$ obtains $f_{i}\left(x_{1}, \cdots, x_{N}\right)=y_{i}$ at the end of the protocol. In some settings, the participants will want to compute a randomized functionality: on their joint input $\vec{x}$, the joint output $\left(y_{1}, \cdots, y_{N}\right)$ is randomly sampled by the functionality from a distribution parametrized by the joint inputs $\vec{x}=\left(x_{1}, \cdots, x_{N}\right)$, and each party $P_{i}$ receives $y_{i}$. Equivalently, a randomized functionality $f=\left(f_{1}, \cdots, f_{N}\right)$ is a process mapping an input $\vec{x}=\left(x_{1}, \cdots, x_{N}\right)$ to a sequence $\left(f_{1}(\vec{x}), \cdots, f_{N}(\vec{x})\right)$ of random variables.

We write $f:\left(\{0,1\}^{*}\right)^{N} \rightarrow\left(\{0,1\}^{*}\right)^{*}$ to denote the randomized process mapping $\left(x_{1}, \cdots, x_{N}\right)$ to the random variables $\left(f_{1}(\vec{x}), \cdots, f_{N}(\vec{x})\right)$ over $\{0,1\}^{*}$. While we allow functionalities to take inputs of arbitrary length, we restrict our attention to protocols where all parties hold inputs of the same length $\left|x_{1}\right|=\cdots=\left|x_{N}\right|$.

For future reference, we outline below a formal definition of security in the semi-honest setting via the notion of $t$-privacy, which we define as an asymptotic notion with respect to the input length $\lambda=\left|x_{1}\right|=\cdots=\left|x_{N}\right|$ of the parties. For most of the following sections, and until explicitly mentioned otherwise, sticking with the intuitive notion of "secure against
parties that follow the specifications" suffices. The reader can therefore safely skip what follows for now, and returns to it afterwards if they want to grasp more of the formalism.

### 2.1.3.3 Indistinguishability

The notion of $t$-privacy aims to capture the fact that the joint view of $t$ corrupted participants does not allow them to learn anything about the other parties' inputs, beyond what they can deduce from their outputs. To formalize this notion, we want to say that the distribution of their joint views "looks like" a distribution that would be independent of the honest parties' inputs (more precisely, that depends solely on the corrupted parties' outputs). In cryptography, we define "look like" via the notion of indistinguishability between distributions. Because the distribution of the parties' views depend on an asymptotic parameter $\lambda=\left|x_{1}\right|=\cdots=\left|x_{N}\right|$, they are actually families of distributions parametrized by $\lambda$. Then:

Definition 2.1.1. Two distribution families $\left(\mathcal{D}_{\lambda}^{0}, \mathcal{D}_{\lambda}^{1}\right)_{\lambda \in \mathbb{N}}$ are (perfectly, statistically, computationally) indistinguishable if:

- $\mathcal{D}_{\lambda}^{0}=\mathcal{D}_{\lambda}^{1}$ for every $\lambda \in \mathbb{N}$ (perfect indistinguishability).
- The statistical distance between $\mathcal{D}_{\lambda}^{0}$ and $\mathcal{D}_{\lambda}^{0}$ is bounded by a negligible function of $\lambda^{1}$ (statistical indistinguishability).
- For every probabilistic polynomial-time adversary $\mathscr{A}$, for every large enough $\lambda$, it holds that

$$
\left|\underset{x \stackrel{\otimes}{\lessgtr} \mathcal{D}_{\lambda}^{0}}{ }[\mathscr{A}(x)=0]-\operatorname{Pr}_{x \leftarrow \mathcal{D}_{\lambda}^{1}}[\mathscr{A}(x)=0]\right| \leq \operatorname{neg}(\lambda),
$$

where negl denotes a negligible function of $\lambda$ (computational indistinguishability).
In our definitions below, we will use $\equiv$ as a shorthand to denote either perfect, statistical, or computational indistinguishability, each choice corresponding to a possible flavor of $t$-privacy (respectively perfect, statistical, and computational $t$-privacy). Later in this manuscript, if not specified otherwise, we assume $\equiv$ to refer to computational indistinguishability.

### 2.1.3.4 Formally defining privacy

In the following, we implicitly parametrize all sets, functions, and random variables by a protocol $\Pi$. Informally, $t$-privacy means that the joint view of a coalition of up to $t$ corrupted players contains no information about the inputs of the remaining parties, beyond what can be deduced from the output of the protocol. To formalize this notion, we first define the notion of a view of a player.

Definition 2.1.2 (View). The view of party $P_{i}$ (on a joint input $\vec{x}=\left(x_{1}, \cdots, x_{N}\right)$ from all parties), denoted $\operatorname{View}_{i}(\vec{x})$, is the (joint) distribution of the sequence of messages received by $P_{i}$ during the execution of the protocol, and the sequence of the results of all coin tosses performed by $P_{i}$.

[^1]Since some of our definitions will also cover the case of randomized functionalities, whose outputs are sampled from a distribution, we also introduce a notation for the output distribution of a protocol $\Pi$ :

Definition 2.1.3 (Output Distribution). We let $O_{i}(\vec{x})$ denote the distribution of the output of $P_{i}$ after an execution of the protocol $\Pi$ with a joint input $\vec{x}$.

Given a subset $C$ of $[N]$, we write $\operatorname{View}_{C}(\vec{x})$ to denote $\left(\operatorname{View}_{i}(\vec{x})\right)_{i \in C}$ and $O_{C}(\vec{x})$ to denote $\left(O_{i}(\vec{x})\right)_{i \in C}$; we use $O(\vec{x})$ as a shorthand for $O_{[N]}(\vec{x})$. Below, we define the notion of $t$-privacy for deterministic and for randomized functionalities; we borrow most of the formalism from [AL17].
Definition 2.1.4 ( $t$-Privacy for deterministic functionalities [AL17]). Let $f:\left(\{0,1\}^{*}\right)^{N} \mapsto$ $\left(\{0,1\}^{*}\right)^{N}$ be an $N$-party deterministic functionality and let $\Pi$ be a protocol. We say that $\Pi$ is $t$-private if (1) $\Pi$ computes $f$ with perfect correctness, and (2) there exists a probabilistic polynomial-time algorithm $\operatorname{Sim}$ such that for every $C \subset[N]$ of cardinality at most $t$ and every $\vec{x} \in\left(\{0,1\}^{*}\right)^{N}$ where $\left|x_{1}\right|=\cdots=\left|x_{N}\right|$, it holds that $\operatorname{Sim}\left(C, \vec{x}_{C}, f_{C}(\vec{x})\right) \equiv \operatorname{View}_{C}(\vec{x})$.

While the above definition considers separately (with (1) and (2)) the issues of correctness and privacy, in the general case of randomized functionalities, the two notions are intertwined:

Definition 2.1.5 ( $t$-Privacy for randomized functionalities ( [AL17], def. 2.2)). Let $f$ : $\left(\{0,1\}^{*}\right)^{N} \mapsto\left(\{0,1\}^{*}\right)^{N}$ be an $N$-party randomized functionality and let $\Pi$ be a protocol. We say that $\Pi$ is $t$-private if (1) $\Pi$ computes $f$ with perfect correctness, and (2) there exists a probabilistic polynomial-time algorithm $\operatorname{Sim}$ such that for every $C \subset[N]$ of cardinality at most $t$ and every $\vec{x} \in\left(\{0,1\}^{*}\right)^{N}$ where $\left|x_{1}\right|=\cdots=\left|x_{N}\right|$, it holds that

$$
\left\{(v, y): y \leftarrow f(\vec{x}), v \leftarrow \operatorname{Sim}\left(C, \vec{x}_{C}, y_{C}\right)\right\} \equiv\left(\operatorname{View}_{C}(\vec{x}), O(\vec{x})\right),
$$

where $\left(\operatorname{View}_{C}(\vec{x}), O(\vec{x})\right)$ denotes the joint distribution of the corrupted parties' (final) views and the outputs of all parties in a run of the protocol on common input $\vec{x}$.

A simulator according to the above definitions is simply a machine that produces emulated views for all corrupted parties. However, it is often convenient to view the simulator Sim as an interactive machine, which pretends to play the role of the honest parties during an execution of the protocol, and interacts with the corrupted parties. Under this viewpoint, Sim receives as input ( $C, \vec{x}_{C}, f_{C}(\vec{x})$ ), but also the random tapes of all corrupted parties; this is w.l.o.g. since in the above definition, Sim will sample these random coins itself when emulating the views.

Remark 2.1.6. All definitions above treat the parties' input length $\left|x_{1}\right|=\cdots=\left|x_{N}\right|$ as an asymptotic security parameter. In this writeup, we will often abuse this formalism by considering functionalities $f$ acting on fixed length inputs (or even sometimes randomized functionalities that take no inputs), and introduce an auxiliary security parameter $\lambda$ for bounding the running time of the participants and of the simulator. Formally, this means that we will implicitly apply the above definitions of t-privacy to the following modified functionality:

$$
f^{\prime}:\left(\left(x_{1}, 1^{i_{1}}\right), \cdots,\left(x_{N}, 1^{i_{N}}\right)\right) \mapsto\left\{\begin{array}{l}
f\left(x_{1}, \cdots, x_{N}\right) \text { if } i_{1}=\cdots=i_{N} \\
\perp \text { otherwise, }
\end{array}\right.
$$

where $1^{i}$ referes to a dummy string $11 \cdots 1$ of length $i$. This requirement guarantees that an algorithm that runs in time polynomial in its input length will run in time polynomial in $i$ when given $1^{i}$ as input. We will call $\lambda=i_{1}=\cdots=i_{N}$ the security parameter of the protocol.

We end here our overview of the formal definition of $t$-privacy. We stress that our coverage is relatively superficial, and only intended to facilitate a more precise statement of the results discussed later on. For a much more extensive coverage, discussing technical subtleties which I overlooked on purpose in the above definitions, but also extensions to other settings (such as malicious security), I recommend the interested reader to consult Goldreich's book Foundations of Cryptography, Volume 2 [Gol09].

### 2.1.3.5 Composition

In this manuscript, I will often discuss the construction of secure computation protocols using smaller protocols as a building block. In discussing their security, I will implicitely assume that the security of the building blocks is preserved under composition: that is, assuming that a higher-level protocol is proven secure when the parties are given access to an other functionality (the "building-block"), we want to deduce that when each invocation of the building block is replaced by a $t$-private protocol computing this functionality, the higher level protocol remains secure. Such statements are known as composition theorems. In the setting of semi-honest secure computation, which is the focus of this manuscript, suitable composition theorems have indeed been established (see e.g. [Gol09, Section 7.3.1] or [Can00]). Stating these theorems require some additional formalism and definitions, which I will not cover in this manuscript.

### 2.1.3.6 Historical notes

While secure computation was introduced in the work of Yao [Yao82] (for the two-party case) and of Goldreich, Micali, and Wigderson [GMW87b] (for the $N$-party case), the formal treatment of the security definitions for $t$-privacy only appeared later (though these papers already included sketches of what these definitions should be). The first formal treatment of privacy in secure computation appeared in the work of Beaver [Bea92b; Bea91] and of Micali and Rogaway [MR92]. The definitions were later refined and enhanced with composition theorems in the work of Canetti [Can00]. Par of the exposition above follows from the one of Goldreich [Gol09] and from Asharov and Lindell [AL17].

### 2.1.4 Paradigms for secure computation

There are currently three main paradigms for the design of secure computation protocols in the dishonest-majority setting with semi-honest security:

- Secret-sharing-based protocols build upon the seminal protocol of [GMW87b]. They are the most lightweight in terms of computation. They usually have communication proportional to the size of the circuit and require several rounds of interaction proportional to the depth of the circuit. Furthermore, they can be efficiently preprocessed: all cryptographic operations can be pushed to a one-time preprocessing phase, independent of the inputs. The online phase, where the actual computation takes place, is extremely lightweight (a few bits of communications and a few boolean operations per gate of the circuit).
- Garbled-circuit-based protocols build upon the seminal protocol of Yao [Yao82]. They usually require more communication and computation compared to their secret-sharing-based counterpart. However, they only require a constant number of rounds of interaction, making them a good choice over high latency networks. Some recent protocols (such as [WRK17]) combine these two paradigms to get the best of both worlds.
- FHE-based protocols build upon a cryptographic primitive called fully homomorphic encryption, introduced in a 2009 breakthrough [Gen09], to achieve an extremely low communication footprint (proportional only to the size of the inputs and outputs of the function) in a small number of rounds. This comes at the cost of using a considerably larger amount of computation, with heavy cryptographic operations for every gate of the circuit.


### 2.2 The GMW Protocol

We will start by describing the celebrated GMW protocol, introduced in the seminal work of Goldreich, Micali, and Wigderson [GMW87b]. It is an interesting starting point, because it has a simple description, but it already illustrates several of the techniques used in secure computation and allows us to explain many of the core challenges that drive modern research in the area. To keep notations simple and intuitive, we will focus on the case of two players, Alice and Bob, with respective private inputs $a$ and $b$ (though everything generalizes easily to an arbitrary number of participants). Let $f$ be the two-input function that Alice and Bob wish to securely evaluate on $(a, b)$. We view $f$ as being represented by a boolean circuit with two types of gates, XOR gates (denoted $\oplus$ and represented by $\Rightarrow>$ on the diagram of Figure 2.1) and AND gates (denoted by $\wedge$ and represented by $\downarrow$ - on the diagram of Figure 2.1). It is a standard result that any polynomial-time computable function can be represented by a polynomial-size circuit over the $\{\oplus, \wedge\}$ basis. To provide visual support, we give an example of a simple boolean circuit in Figure 2.1.


Figure 2.1: Example of a boolean circuit computing the function $f(a, b)=f\left(a_{0}\left|a_{1}, b_{0}\right| b_{1}\right)=$ $a_{0} b_{0}+a_{1} b_{1}+a_{0} \bmod 2$.

### 2.2.1 Description of the protocol

At a high level, computing a function $f$ (such as the one of Figure 2.1) is done by writing the input bits on the input wires of the circuit (on the left). Then, every time a gate $g$ has values $\left(v_{0}, v_{1}\right)$ written on its input wires, we write the output $g\left(v_{0}, v_{1}\right)$ on the output
wire of $g$. These intermediate steps of the computation are propagated this way through the circuit until values are written on all output wires, at which point they form the output of the computation. Our protagonists, Alice and Bob, will follow the same computation path. However, to maintain security, they must manage to perform the propagation of the intermediate steps of the computation without seeing the intermediate values (since this would reveal more than just the output of the function).

### 2.2.1.1 Hiding intermediate computations by secret sharing

The core technique used to let Alice and Bob manipulate intermediate values of the computation without seeing them is called secret sharing. An $(n, t)$-secret sharing is a method that distributes a secret value (here, some intermediate value of the computation) between $N$ players (here we have Alice and Bob, so $n=2$ ) such that (1) if $t$ participants pool their shares together, they can reconstruct the secret, yet (2) if $t-1$ (or less) participants collude, they do no learn anything (in an information-theoretic sense) about the secret. The value $t$ is called the threshold; here, we will use the simplest possible setting, with $N=t=2$. Typically, to share a bit $v$ between Alice and Bob, we proceed as follows: Alice receives a random bit $r$, and Bob receives $s=v+r \bmod 2$. Observe that neither $r$ nor $s$ leak any information about $v$ (they are both individually distributed as a random bit), yet $v$ can be reconstructed given both shares: $v=r+s \bmod 2$.

### 2.2.1.2 Securely computing gates

The GMW protocol maintains the following invariant: at every step of the protocols, the parties hold shares of the values currently written on the wires. The only missing ingredient at this stage is a method to propagate the shared values: given shares of two inputs to a gate, the parties must obtain shares of the gate output. Of course, this should be done without reconstructing the values (or leaking any information whatsoever about them). Now, assume that the input wires of a gate $g$ have values $u$ and $v$ respectively, and let $\left(u_{A}, v_{A}\right)$ and $\left(u_{B}, v_{B}\right)$ denote Alice and Bob's respectives shares of $u$ and $v$ (that is, $u_{A}+u_{B}=u \bmod 2$ and $\left.v_{A}+v_{B}=v \bmod 2\right)$. The goal is for Alice and Bob to come up with shares of $g(u, v)$. There are two possible gates:
$\rightarrow$ : this is the easy case. We have $g(u, v)=u+v=\left(u_{A}+v_{A}\right)+\left(u_{B}+v_{B}\right) \bmod 2$ : Alice and Bob can therefore directly define $u_{A}+v_{A}$ and $u_{B}+v_{B}$ to be their respective shares of $g(u, v)$. As this does not require any interaction between them, it can of course not leak any information.
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this is the hard case. We have $g(u, v)=u v=u_{A} v_{A}+u_{A} v_{B}+u_{B} v_{A}+u_{B} v B \bmod 2$. Here, the computation of $g(u, v)$ contains cross terms $u_{A} v_{B}$ and $u_{B} v_{A}$ : Alice and Bob cannot possibly get shares of $g(u, v)$ solely through local computation. To securely evaluate an AND gate, we will need a method to let Alice and Bob obtain additive shares of the cross terms: if Alice and Bob get respective shares $\left(s_{A}, t_{A}\right)$ and $\left(s_{B}, t_{B}\right)$ of the cross terms $\left(u_{A} v_{B}, u_{B} v_{A}\right)$, they can define their shares of $g(u, v)$ to be $u_{A} v_{A}+s_{A}+t_{A}$ and $u_{B} v_{B}+s_{B}+t_{B}$ - the reader will easily check that those indeed sum to $u v$ modulo 2 .

The missing ingredient is, therefore, a protocol that takes as input a bit $x$ from Alice, a bit $y$ from Bob, and outputs shares of the product $x y$. Let us call this a secure product. Propagating
shares through an AND gate can be done as explained above, using two invocations of a secure product (on inputs ( $u_{A}, v_{B}$ ) and ( $v_{A}, u_{B}$ ) respectively). We will explain how to get this missing ingredient in the next section; before that, let's wrap up.

### 2.2.1.3 Full construction

Without loss of generality, we can consider that Alice and Bob start the protocol with shares of the inputs. For example, if Alice has input bit $a_{0}$, she can define her share to be $a_{0}$, and Bob define his share to be 0 (alternatively, Alice could send a random $r$ to Bob and define her share to be $a_{0}+r \bmod 2$ if we wanted the shares to be uniformly distributed - but for the inputs, this is unnecessary. We will need uniformly distributed shares for the intermediate values since they are the values that should not be known to any party). Alice and Bob propagate the shares through all the wires, computing the XOR gates locally, and using two invocations of the secure product protocol for each AND gate. Once they obtain shares of the output wires of the circuit, they can simply exchange their shares and reconstruct the output.

Beyond reconstructing the outputs (which both parties must learn anyway), the secure products are the only parts where Alice and Bob communicate. Hence, if this protocol never leaks any information, and if Alice and Bob honestly play throughout the entire protocol as required by the description, they will indeed learn the output $f(a, b)$, and nothing more. In cryptography, we refer to players that follow the rules as being passive or honest-but-curious: they will try to learn information by looking at the transcript of the protocol, but will not actively cheat by deviating from the specifications of the protocol. The (much more demanding) setting where Alice and Bob could actively cheat is the active or malicious setting, but let us set this harder goal aside for now. We have:

Theorem 2.2.1 (GMW - informal). Assume that there exists a secure product protocol. Then there exists a two-player protocol securely computing any two-input functionality $f$ in the honest-but-curious model. The protocol uses two invocations of a secure product for each AND gate in the boolean circuit representation of $f$ over the $\{\oplus, \wedge\}$ basis.

### 2.3 Oblivious Transfer, the Missing Ingredient

The GMW protocol requires a secure product: a two-party protocol in the honest-but-curious model where Alice has an input bit $x$, Bob has an input bit $y$, and both parties obtain random shares of $x y$ (without learning anything). The de facto method to construct a secure product is to rely on an oblivious transfer (OT).

### 2.3.1 Defining oblivious transfer

An oblivious transfer (OT) is a two-party protocol between a sender and a receiver. The sender holds two entries $\left(s_{0}, s_{1}\right)$, and the receiver holds a selection bit $b$. At the end of the protocol, the receiver should learn $s_{b}$. The security requirements are twofold:

- (Sender security) the receiver does not learn anything about $s_{1-b}$ (that is, the receiver learns at most one of the two entries).
- (Receiver security) the sender does not learn anything about $b$.

Note that relaxing any of these requirements would make OT trivial: without sender security, we could just let the sender send $\left(s_{0}, s_{1}\right)$ to the receiver, and without receiver security, the receiver could just send $b$ and receive $s_{b}$. We represent in Figure 2.2 an ideal functionality for oblivious transfer. Ideal functionalities are an abstraction of what we want from a primitive: think of them as a trusted third party, that would receive inputs and provide outputs through perfectly secure channels, and who always behaves exactly as intended ${ }^{2}$.


Figure 2.2: Ideal functionality of the (one-out-of-two) oblivious transfer.

### 2.3.1.1 From OT to secure products

Given access to an OT functionality, it is straightforward to implement the secure product functionality. Alice, with input bit $x$, plays the role of the sender in an OT protocol. She picks a uniformly random bit $r_{A}$ and sets her inputs to the OT to $\left(s_{0}, s_{1}\right) \leftarrow\left(r_{A}, x+r_{A}\right)$ (from now on, additions are modulo 2 unless indicated otherwise). Bob plays the role of the receiver and uses his input $y$ as the selection bit. Observe that Bob's output, denoted $r_{B}$, is therefore $r_{A}$ if $y=0$ and $r_{A}+x$ if $y=1$; that is, it holds that $r_{B}=r_{A}+x y$, hence $\left(r_{A}, r_{B}\right)$ for uniformly random shares of $x y$.

### 2.3.1.2 Historical notes and remarks

Oblivious transfer was first introduced in the work of Rabin [Rab81] (a similar concept was introduced earlier by Wiesner [Wie83] under the name "conjugate coding"). the modern way to define it is due to Even, Goldreich, and Lampel [EGL82]. Oblivious transfer is without a doubt the most fundamental primitive for secure computation with dishonest majority: its existence is both necessary and sufficient for general secure computation in the presence of a dishonest majority [GV88; Kil88; IPS08] (our presentation of GMW demonstrates the sufficiency in the two-party honest-but-curious setting, but this can be generalized to the $N$-party malicious setting).

### 2.3.2 Constructing oblivious transfer

The existence of OT can be seen as the basic assumption underlying the existence of secure computation for arbitrary functionalities. This is similar to how the existence of one-way functions forms the basic assumption underlying most of symmetric cryptography, as most symmetric primitives (block ciphers, stream ciphers, pseudorandom generators, digital

[^2]signatures, universal one-way hash functions, commitment schemes, and many more) are equivalent to one-way functions. But more broadly, OT is typically treated as a resource for secure computation: the goal of efficient secure computations reduces to the goal of efficiently executing many instances of OTs, or consuming OTs. Therefore, one of the most fundamental (perhaps the most fundamental) questions for the study of efficient secure computation is:

> How can we generate efficiently a very large number of oblivious transfers?

Due to its fundamental importance for secure computation, countless oblivious transfer protocols have been designed - way, way too many to cite them all (but the reader might want to check [NP01; LGD21; DGH+20; GJJM20; CNs07; Kal05; AIR01; BPT85; GM00; GKM+00; CCM98; CK88; Lip05; CO15; CKWZ13; CCG+21; FMV19; CDLR16; GH11; LZ09; Wul09; Hai08; DFMS04; Hai04; DHRS04; MR19; BC15; MRR21; MS20; CSW20; KN09; GH08; HCR02; Bea98; IKO+11; GWZ09; PVW08; Din01; NP99b; BBCS92; BM90] for an illustrative sample). OTs can be based on physical assumptions, such as the existence of noisy channels [CK88] or tamper-proof hardware tokens [CKS+14], or on the assumption that the receiver has bounded memory [Din01]. It can be realized using quantum communication channels under symmetric assumptions [GLSV21]. More commonly, it can be instantiated under a variety of standard cryptographic assumptions, such as assumptions related to discrete logarithms [BM90], lattices [PVW08], factoring [BPT85], coding theory [Ale03], or isogenies [LGD21], among others.

For completeness, we describe a simple construction of oblivious transfer due to Bellare and Micali [BM90]. The protocol integrates some modifications due to [NP01]. To avoid disrupting the flow of the presentation, we assume some familiarity with cyclic (finite) groups. The parameters define a multiplicative group $\mathbb{G}$ of (known) prime order $p$, and two generators $(g, h)$ of $\mathbb{G}$. We assume that the receiver does not know the discrete logarithm of $h$ in base $g$ (that is, the unique $x \in \mathbb{Z}_{p}$ such that $g^{x}=h$ ): this can be ensured by letting the sender pick $h$ randomly and relying on a group $\mathbb{G}$ where the discrete logarithm problem is conjectured to be intractable (the existence of such groups is one of the most basic assumptions of cryptography). The protocol also uses a hash function $H: \mathbb{G} \mapsto\{0,1\}$ (which is modeled as a random oracle in the security analysis). The Bellare-Micali protocol involves two messages:

- The receiver, with selection bit $b$, picks a random $r \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}$ and set $\mathrm{pk}_{b} \leftarrow g^{r}$ and $\mathrm{pk}_{1-b} \leftarrow h / \mathrm{pk}_{b}$. Observe that by construction, the receiver knows the discrete logarithm of $\mathrm{pk}_{b}$, but not that of $\mathrm{pk}_{1-b}$. They send $\mathrm{pk}_{0}$ to the sender.
- The sender with input $\left(s_{0}, s_{1}\right)$ computes $\mathrm{pk}_{1} \leftarrow h / \mathrm{pk}_{0}$. For $\sigma=0,1$, the sender picks $r_{\sigma} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}$ and encrypts $s_{\sigma}$ using the hashed ElGamal encryption scheme with public key $\mathrm{pk}_{\sigma}$, as follows:

$$
E_{\sigma} \leftarrow\left(g^{r_{\sigma}}, H\left(\mathrm{pk}_{\sigma}^{r_{\sigma}}\right) \oplus s_{\sigma}\right) .
$$

They send $\left(E_{0}, E_{1}\right)$ to the receiver.

- The receiver computes $H\left(\left(g^{r_{b}}\right)^{r}\right)=H\left(\mathrm{pk}_{b}^{r_{b}}\right)$ and recovers $s_{b}$ from $H\left(\mathrm{pk}_{b}^{r_{b}}\right) \oplus s_{b}$.

The correctness of the protocol can be checked routinely. The protocol is unconditionally secure for the receiver (since $c$ is uniformly distributed over $\mathbb{G}$ for any value of $b$ ). The sender security can be proven (in the random oracle model, which models the hash function $H$ as
a random function - this is a common heuristic in cryptography) under the decision DiffieHellman assumption, a standard cryptographic assumption which states that given $\left(g, g^{x}, g^{y}\right)$ for random exponents $x, y$, it is infeasible to distinguish $g^{x y}$ from a random group element. We note that more advanced constructions, such as the one of Naor and Pinkas [NP01], can get rid of the random oracle heuristic, at the cost of a slightly more complex protocol (we focus here on the Bellare-Micali construction since it is among the simplest to describe).

### 2.4 Considerations on Efficiency

### 2.4.1 On communication

If we denote by $\lambda$ the bitlength of the elements of $\mathbb{G}$, the Bellare-Micali OT protocol communicates $3 \lambda+2$ bits in total. The modern approach to instantiate $\mathbb{G}$ is to use an appropriate elliptic curve, and a typical value of $\lambda$ in this setting is $\lambda=256$. Hence, the full protocol requires overall 758 bits of communication using a standard instantiation.

This is arguably not much, but we invite the reader to reflect on the cost of using such an OT protocol in the GMW protocol: the above cost would translate to about 1500 bits of communication for each AND gate of the circuit. But even for simple functions, boolean circuits can be really, really big. For example, in [KsS12], the boolean circuit for computing the edit distance between two strings of length 4095 bits (a task of interest in scenarios such as privacy-preserving computations on genomic data) has 5,901,194,475 AND gates. Using GMW with the Bellare-Micali protocol, this translates to an overall communication of around 1 Terabyte. Needless to say, that is a whole lot of communication.

These back-of-the-enveloppe calculations show that bandwidth is a scarce resource for secure computation, as seminal protocols such as GMW require a gargantuan amount of communication. Whether it is possible to securely compute complex functions using significantly less computation is a crucial and very active research topic:

Can we construct secure computation protocols with a low communication overhead?
This question can be (and has been, and is) studied from many angles, ranging from very practical considerations to highly theoretical questions: can one construct oblivious transfers with significantly less communication? Can one avoid the "communicate at each gate" bottleneck of the GMW protocol (a goal usually referred to as breaking the circuit-size barrier)? Can one prove lower bounds on the necessary amount of communication for secure computation?

### 2.4.2 On computation

Similar back-of-the-enveloppe calculations give an intuition of the computational overhead of GMW. In the Bellare-Micali protocol, the sender computation is dominated by 4 exponentiations in the group $\mathbb{G}$ ( 2 for the receiver). Looking at a benchmark ${ }^{3}$, if we instantiate $\mathbb{G}$ using the elliptic curve curve25519 [Ber06] (one of the most standard choices of cryptographic groups), computing 4 exponentiations over $\mathbb{G}$ requires slightly more than $222 \mu s$ over a powerful server (AWS EC2 c5.9xlarge). Using again the circuit of [KsS12] as an example (which computes the edit distance between 512-byte strings, a rather simple function on small

[^3]inputs), this translates to about 740 hours of computation on the server (this count is based solely on exponentiations and ignores many other factors that could contribute to the overall cost).

### 2.4.3 The computation/communication tradeoff in modern protocols

The rough calculations above demonstrate that the seminal approach to secure computation requires a tremendous amount of communication and computation. Where do modern protocols stand in this regard? The (very) high-level summary is that the latest proposals can solve either one of these limitations - but not both at once. That is, we have protocols that involve considerably lower amounts of computation, but still suffer from a high communication overhead, or protocols with much lower communication, but very high computational overhead. More concretely:

- The first category follows the high-level template of the GMW paradigm, but includes a fundamental twist: the concept of oblivious transfer extensions, which we will cover in Section 2.5. This method allows to compute all necessary oblivious transfers using a constant number of "expensive" OTs (such as those obtained using the Bellare-Micali protocol), followed by cheap computations to extend this constant number of OTs into an arbitrary number of oblivious transfers. Concretely, this brings computational costs down by five to six orders of magnitude. However (and though it also yields some savings in communications), these techniques still require sending of the order of 100 bits of data for each gate of the circuit. The need to send data for each gate of the circuit is probably the strongest limitation of this line of work and is known as the circuit size barrier. The remainder of this primer will mostly cover this approach.
- The second category departs entirely from the GMW paradigm and emerged as a consequence of the breakthrough result of Gentry in 2009 [Gen09], who introduced the first fully homomorphic encryption (FHE) scheme. Roughly, such a scheme allows computing arbitrary functions on encrypted data. This means that the entire communication complexity can be reduced to just exchanging encryptions of the inputs, then encryptions of the outputs: the rest is just local computation. However, this comes at the cost of running the entire computation over FHE-encrypted data which, to say the least, requires a lot of computation. Back in 2009, this was mostly a purely theoretical feasibility result. After one-and-a-half decade of work from hundreds of researchers and companies, the costs became much more manageable, but the most efficient schemes around can still process at most a few dozen gates per second - and the room for improvement is becoming tiny ${ }^{4}$. Going back to our example of the edit distance, using a rough figure of 40 gates/second, we are talking about around 60 months of computation on a powerful server. Nevertheless, in some scenarios with a very powerful server, a weak client, and a very restricted bandwidth, the FHE-based approach offers some unmatched features.

[^4]
### 2.4.4 On our approach

So far, we have not addressed any of the work done by the author. In essence, our work fits mostly in the first category: an immense research effort is devoted by the community to reducing the cost of FHE, and this is by all means a well-motivated problem that deserves a high amount of attention. But for the purpose of someday obtaining truly efficient secure computation protocols, the author's thesis is that the first approach is the most promising. Truly efficient solutions would require reducing the cost of FHE-based solutions by, say, at least 6 orders of magnitude, which seems (in our opinion) largely out of reach of current cryptographic techniques. In contrast, "GMW-style" secure computation already achieves competitive computational efficiency, and the core problems to address lie in reducing its communication overhead. As we will show, the author had multiple significant contributions to this goal that, on the practical side, already reduced the communication complexity of GMW-style secure computation by a large margin (as low as about 4 bits of communication per AND gate of the circuit). On the theoretical side, observing that the previous results do still not break the circuit size barrier, part of our work focuses on one of the most intriguing problems in the area: can the communication complexity of these approaches go beyond the size of the circuit? Looking ahead, we show that the answer is yes in many settings (which is a surprising result, that had been conjectured to be impossible by prominent researchers). This broadens our understanding of the limits of secure computation - but the complexity of the techniques involved currently confines these new approaches to the setting of purely asymptotic results.

### 2.5 Extending Oblivious Transfers

As we saw above, secure computation a la GMW requires computing a very large number of oblivious transfers: almost 12 billion for the edit distance example which we outlined in Section 2.4. In turn, known protocols for oblivious transfer, such as the Bellare-Micali OT, require expensive cryptographic operations. One may ask: could we instead construct OT using cheaper operations? Before we outline the way researchers have approached this problem and the technical barriers it faces, we will take a small detour through the worlds of symmetric cryptography and public key cryptography, which are the key to understanding at a high level the difficulties associated with constructing OTs using only cheap computations.

### 2.5.1 Symmetric versus public key cryptography

It is common to distinguish between two broad categories of cryptographic primitives: symmetric key cryptography, and public key cryptography. While this is a very broad and coarse-grained separation, it provides an efficient way to anticipate whether a cryptographic primitive will require some algebraic structure, which in turn severely constraints the computational efficiency of the constructions.

### 2.5.1.1 Symmetric key cryptography

Historically, symmetric key cryptography refers to cryptographic primitives that require a pre-established secret to be shared among the participants. This is the cryptography from the pre-1970 era, where Alice wants to send a message $m$ to Bob, and both share a common key
$K$, unknown to the attacker, which can be used for both encryption and decryption. In its modern acceptance, the term covers more broadly a vast network of cryptographic primitives which are equivalent to this notion of encryption with a shared secret key, in the sense that the existence of one implies the existence of the other. For example, one-way functions (functions which are easy to evaluate, but hard to invert), digital signatures, pseudorandom number generators, (preimage resistant) hash functions, commitments schemes (which allow locking a secret value inside an opaque box, such that the content of the box cannot be modified after the box is opened), and many more, are all known to be (existentially) equivalent to symmetric-key encryption.

All these primitives share a nice unifying feature: they don't require algebraic structure. Remember the Bellare-Micali OT construction: we had to introduce a finite cyclic group (which, in the real world, will typically be instantiated with a suitable elliptic curve) endowed with a hard mathematical problem. In contrast, to build (for example) a one-way function, there is no need to invoke any algebraic structure: any "sufficiently complex" function will do. In a sense, anyone can build a one-way function, by composing sufficiently many arbitrary functions (provided, say, that some of them are not too local - their output bits depend on many input bits - and are not too close to linear functions). For example, Oded Goldreich suggested in [Gol00] (perhaps the most celebrated unpublished preprint of cryptography) that evaluating random (hardwired) predicates on random (hardwired) small subsets of the bits of the inputs would likely yield a one-way function.

Their lack of algebraic structure is perhaps the most fundamental aspect that separates them from the rest of cryptography to the point that theoretical cryptographers now typically model "symmetric cryptography" as the set of cryptographic primitives that can be constructed from unstructured functions (formally, whose existence is implied by a random oracle, which is a uniformly random - hence unstructured - function that everyone can access through its input-output behavior). This broadens the coverage of symmetric cryptography to include primitives such as collision-resistant hash functions, which also don't require structure, but are not known to be equivalent to symmetric encryption.

Being free to navigate through the vast space of functions without consideration for their algebraic structure, the cryptosystem designers have typically managed to construct symmetric primitives which are very lightweight ${ }^{5}$ : modern computers can hash or encrypt several hundreds of megabytes of data per second on one core of a standard laptop.

### 2.5.1.2 Public key cryptography

This category covers essentially all primitives that do not fit in the previous category. In the 70s, cryptography was revolutionized by the introduction of the first public key cryptosystems (the RSA cryptosystem [RSA78]) and the first key exchange protocols (the Diffie-Hellman key exchange [DH76]). These schemes emerged from mathematical hardness assumptions tailored to algebraic structures: the hardness of computing the order of the ring $\left(\mathbb{Z}_{n}^{*}, \times\right)$ of invertible integers modulo a product $n$ of two large primes, or the hardness of computing random discrete logarithms in the multiplicative group $\mathbb{F}_{p}^{*}$ of a prime-order field $\mathbb{F}_{p}$.

Following these breakthrough results, countless advanced cryptographic primitives have been introduced, which all rely in one way or the other on mathematical objects with a rich

[^5]algebraic structure. Unlike symmetric primitives, which are (for most of them) known to be equivalent to each other, public key primitives are typically not known to be equivalent to each other: what unifies them is precisely their apparent need for algebraic structure. This algebraic structure is what enables their advanced features - typically, the ability to agree on a shared key unbeknownst to all observers, or the ability to create keys that can encrypt messages, yet cannot decrypt ciphertexts. At the same time, this algebraic structure is what makes them considerably less efficient: the number of elliptic curve operations one can perform on one core of a standard computer is around a thousand per second, 5 to 6 orders of magnitude slower than symmetric key operations ${ }^{6}$.

### 2.5.1.3 Wrapping up: cheap versus expensive computations

In light of the above, the usual way to categorize which operations are cheap versus which operations are expensive is to distinguish whether they require symmetric operations (such as evaluating hash functions, encrypting with AES, using a pseudorandom number generator, etc) or public key operations (elliptic curve point multiplication, exponentiations in a large finite field or an RSA group, etc). While this is a relatively coarse-grained notion (using many symmetric operations can become more expensive than using a few public key operations), the large efficiency gap between the two (at least five orders of magnitude in the benchmark we used) makes this a relatively stable and useful distinction.

Of course, a public key primitive is only categorized as such because we do not know of a way to construct the primitive using only unstructured hardness (as we do for one-way functions or hash functions). Cryptographers have been surprised in the past: digital signatures were long thought to be a typical example of a public key primitive, as all known constructions required algebraic structure, and some of the first constructions were in a sense dual to public key encryption (where the public key was used for verification and the secret key for signing a message). This led cryptographers to believe that digital signatures and public key encryption were of a similar nature. Yet, in a surprising twist of events, digital signatures were shown to be equivalent to one-way function in a sequence of papers by Naor and Yung in 1989 [NY89] and by Rompel in 1990 [Rom90].

Coming back to the focus of this section, equipped with the above considerations, the question of constructing cheap oblivious transfers becomes:

Is it possible to build oblivious transfer solely from unstructured primitives? In other terms, does oblivious transfer belong to symmetric cryptography?

### 2.5.2 On building oblivious transfer from symmetric primitives

Unfortunately, the answer to the above question is essentially negative. Of course, one can never hope to unconditionally provide a negative answer to any such question: after all, we believe (though we don't have proof of that) that both oblivious transfer and symmetric cryptography exist (unconditionally). Therefore, oblivious transfer is logically implied by symmetric cryptography, and we cannot hope to rule out any construction of oblivious transfer from symmetric primitives (after all, the construction that ignores the symmetric primitive and builds an OT from scratch would be a valid construction, provided that OT exists).

[^6]However, one can show that black-box constructions of oblivious transfers from symmetric primitives are impossible.

Informally, a black-box construction of a primitive $A$ from a primitive $B$ is a construction that ignores specific details about the implementation of $B$, and relies only on its inputoutput behavior. This is closely related to the notion of oracle access in complexity theory: a black-box reduction of the existence of $A$ to the existence of $B$ is an efficient oracle algorithm $R$ (the reduction) such that $R^{B}$ implements the primitive $A$ (i.e. the algorithm $R$, given oracle access to $B$, yields an instance of the primitive $A$ ). This captures a large majority of all known constructions of cryptographic primitives; for example, all known reductions mentioned above (between one-way functions, digital signatures, hash functions, symmetric encryption, pseudorandom generators, or commitment schemes) are black-box.

### 2.5.2.1 Impossibility of black-box constructions of OT from symmetric cryptography

Now, here comes the catch: an oblivious transfer implies a key exchange protocol, i.e., a two-party protocol that allows Alice and Bob to agree on a shared key, without revealing the key to any external (passive) observer. To see this, consider the following construction of a key exchange protocol:

- Alice, playing the role of an OT sender, samples a random key $K \stackrel{\&}{\leftarrow}\{0,1\}^{\lambda}$, and defines $\left(s_{0}, s_{1}\right) \leftarrow\left(K, 0^{\lambda}\right)$ to be her two OT inputs (here, $\lambda$ is the security parameter, used as the key length, and $0^{\lambda}$ denotes a string of $\lambda$ zeroes).
- Bob, playing the role of the receiver, sets his selection bit $b$ to 0 .
- At the end of the protocol, Bob receives $s_{0}=K$ from the OT. Alice and Bob output $K$ as their shared key.

It is clear that at the end of the above protocol, Alice and Bob agree on the same key. I claim that this protocol is also a secure key exchange.

Proof. Assume towards contradiction that there is an efficient attacker $\mathcal{A}$ that can recover $K$ (or distinguish it from random) by observing the transcript of the interaction. We use a sequence of game hops, where we gradually change the protocol:

1. In the first game hop, we let Bob use the selection bit 1 instead of 0 . By the receiver security of the OT protocol, this change cannot be noticed by $\mathcal{A}$ : otherwise, the sender could emulate the attacker (since we assumed the attacker is efficient) and distinguish between the selection bits $b=0$ and $b=1$, breaking receiver security.
2. In the second game hop, we replace Alice's input $\left(K, 0^{\lambda}\right)$ by $\left(0^{\lambda}, 0^{\lambda}\right)$. By the sender security of the OT protocol, is change cannot be noticed by $\mathcal{A}$ : otherwise, the receiver with input $b=1$ could emulate $\mathcal{A}$ locally, and learn something about $s_{1-b}=s_{0}$ (here, whether $s_{0}=0^{\lambda}$ or not), contradicting sender security.

Hence, we made two changes to the original protocol and argued that $\mathcal{A}$ cannot notice any of these changes unless we get a contradiction to the OT security. But this implies that $\mathcal{A}$ must still successfully find $K$ in the last game above (otherwise, $\mathcal{A}$ can be used to build an efficient distinguisher between the original game and the last game), which is impossible: the last game is information-theoretically independent of $K$ ! This is a contradiction, which concludes the proof.

Hence, if we could base oblivious transfers on symmetric primitives, by the above construction, we could base key exchange on symmetric primitives. However, it was shown by Impagliazzo and Rudich in their seminal paper on black-box impossibility results [IR89] that this is impossible via black-box reductions. More generally, Impagliazzo and Rudich showed that there can never exist a black-box reduction of a primitive that implies key agreement (such as oblivious transfer) to a primitive implied by a random oracle (such as hash functions, one-way function, symmetric encryption, and many more). Hence, any attempt to build oblivious transfer from symmetric primitives must rely on non-black-box reductions, which have proven elusive so far (in this context), and would need to base key agreement on symmetric cryptography, which is one of the most challenging open problems in cryptography, of an overture comparable to that of the famous $P$ versus NP problem.

### 2.5.3 The way around: many cheap OTs from few expensive OTs

For a long time, the above considerations were seen as a clear indication that one had no hope of constructing cheap oblivious transfer: barring a breakthrough, the use of expensive algebraic structures appears unavoidable. This was eventually challenged in two groundbreaking works. First, in 1996, Beaver showed in [Bea96] that assuming only the existence of one way function, it was possible to generate OTs using only cheap symmetric operations in an amortized sense. In simple terms, what Beaver showed is the following: even though generating a single OT requires expensive algebraic operations, generating $n$ OT for a large $n$ does not require repeating $n$ times the expensive operations used in the single OT generation! Beaver showed something much more powerful:

Theorem 2.5.1 (Beaver OT extension - informal). Assuming only the existence of a one-way function, there exists a protocol that uses only $\lambda$ calls to an oblivious transfer primitive, and allows two parties to execute an arbitrary polynomial number $N(\lambda)=\operatorname{poly}(\lambda)$ of oblivious transfers.

In other words, Beaver showed that after spending some effort generating a small number of "base" OTs (typically, one can think of $\lambda$ as being 128), two parties can generate an arbitrary amount of OTs, and this process will involve only cheap symmetric operations (beyond the cost of generating the base OTs). Beaver's OT extension protocol was mostly of theoretical interest but showed that the black-box barrier for basing OT on symmetric cryptography was not necessarily a nail in the coffin of efficient MPC, for one could still generate arbitrarily many OTs using a small constant amount of expensive algebraic operations. All that was needed was to design a practical OT extension protocol.

### 2.5.3.1 Practical OT extension

This is precisely what was achieved in a second groundbreaking work by Ishai, Kilian, Nissim, and Petrank, in 2003 [IKNP03].

Theorem 2.5.2 (IKNP OT extension - informal). Under a suitable hardness assumption about cryptographic hash functions, there exists a protocol that uses only $\lambda$ calls to an oblivious transfer primitive, and allows two parties to execute an arbitrary polynomial number $N(\lambda)=\operatorname{poly}(\lambda)$ of oblivious transfers. Furthermore, the protocol enjoys the following efficiency features (ignoring the one-time cost of the base OTs):

- The computation is dominated by three calls to the underlying hash function per OT.
- The communication for executing $n O T$ on strings of length $\ell$ is $2 \cdot(\ell+\lambda) \cdot n$.

Later works improved over IKNP in various ways, reducing the communication to $(2 \ell+$ $\lambda) \cdot n$ [KK13; ALSZ13] (in the important case of $\ell=1$, this is a factor two reduction) or even to $\approx 2 n \cdot \lambda / \log \lambda$ when transferring short secrets [KK13], extending to the setting of security against malicious adversaries [KOS15; ALSZ15; PSS17], or generalizing the functionality to 1 -out-of- $n$ OT [OOS17]. Another work [LZ13] showed that the number $\lambda$ of base OTs was essentially the best possible, by showing that an OT extension protocol using fewer base OT would imply oblivious transfer (hence can again not be based on symmetric primitives, baring breakthroughs). When referring to OT extensions using the IKNP approach or some of its follow-ups, we will use the terminology IKNP-style OT extension.

### 2.5.3.2 Wrapping up: barriers in GMW-based secure computation

Using oblivious transfer extensions, such as IKNP and its follow-ups, considerably mitigates the computational limitations of OTs: the 4 exponentiations required by the Bellare-Micali OT protocol are replaced by three invocations of a hash function, which represents a speed up between 5 and 6 orders of magnitudes. In our example from Section 2.4.2, this translates to a reduction of the computation time from about 740 hours to roughly one minute.

The communication is also significantly decreased - e.g. for transferring bit-secrets (as in GMW), about 130 bits of communication are required compared to the 758 bits of BellareMicali. Yet, this is by no mean an improvement comparable to the efficiency gain: each OT still require communication of the order of a hundred bits, which translates to Terabytes of communications even for simple functions such as edit distance. This brings us to where GMW and its many variants were until about 2018 or so: OT extension techniques, coupled with the notion of secure preprocessing which we will cover in the next section, make it feasible to run reasonably large secure computations on modern hardware in a reasonably short amount of time. However, the amount of communication required makes running these protocols prohibitive in any bandwidth-restricted scenario - in particular, over the Internet.

### 2.6 Precomputing Oblivious Transfers

We saw above that computing tons of oblivious transfers can be reduced to computing a few hash evaluations per OT. While this represents a tremendous improvement over directly running expensive OTs such as the Bellare-Micali protocol, this can still be too slow for real-world applications. In our example of securely computing the edit distance between two length-4095 strings, we observed that using OT extension reduces the runtime on a standard laptop from hundreds of hours to merely a minute; however, merely a minute is too long of a waiting time in an online setting, where many participants could want to run secure computations. Consider for example a website that would like to show personalized ads to its users, but without compromising their privacy: this could be done by securely evaluating an algorithm on the private content of the user browsing Cookie. But if running this computation takes one minute, this means that users will need to wait for a full minute before reaching the website, which is an unacceptable slowdown ${ }^{7}$.

[^7]In this section, we describe another fundamental observation of Beaver (yes, the same Beaver who introduced OT extension) which, in many settings, can strongly mitigate the overhead of running a secure computation protocol, and enable its use in scenarios where even a few seconds of delay would be too much.

The key insight: preparing the computation ahead of time. In many scenarios, the parties receive their inputs $(x, y)$, and would like to obtain the result on the spot, shortly after. In our example of a user accessing a website where an ad provider wants to print a targeted banner, computed securely from the user's browsing history (i.e. without revealing the browsing history), the participants learn their inputs at the last minute (their browsing history depends on recent events) and want to obtain the result of the computation, say, within a matter of milliseconds.

In this context, a natural question to ask is: is it necessary to start the heavy computation only when the parties receive their inputs? In other words, could the parties somehow pre-execute part of the computation, before knowing their inputs (and before getting the result becomes urgent)? This question was answered positively by Beaver in 1995, in a seminal paper [Bea95] that paved the way to efficient secure computation protocols. Beaver's observation was the following: secure computation via GMW boils down to executing many oblivious transfers on entries that depend on partial evaluations of the function on the parties' inputs. Yet, Beaver noticed, the parties can execute all their oblivious transfers on uniformly random inputs (this can be done long ahead of time, and all these oblivious transfers can be executed in parallel), and later derandomize each oblivious transfer, once the inputs to the protocol are known. Furthermore, this derandomization procedure is extremely fast (a few XORs and ANDs), requires little communication (only three bits per OT), and is information-theoretically secure (it does not rely on any unproven assumption).

### 2.6.1 The preprocessing model

Beaver's result suggests the following natural approach to speed up secure computation in practice:

- First, during a preprocessing phase, the parties jointly run many oblivious transfer protocols in parallel on uniformly random inputs and store the outputs. This phase might be expensive, but (crucially) it is entirely independent of the inputs to the protocol, and can therefore be executed ahead of time.
- Second, during the online phase, when the parties receive their inputs, they execute the GMW protocol. For each OT they need, the parties retrieve a random OT from the preprocessing phase, and derandomize it - this can be viewed as consuming a part of the preprocessing material computed ahead of time (since, as we will see shortly, a random OT can only be used once to derandomize an OT). This allows the online phase to run fast (it does not involve any "cryptographic" operations) and use little communication.

This two-phase structure is called the preprocessing model. When focussing on optimizations to the online phase, it is also common to abstract out the preprocessing phase by assuming that somehow, the parties received random bits sampled with some pre-defined correlations

[^8](random OTs are a particular example of that, but other correlations are possible) from some external trusted dealer (this is to abstract out the fact that this correlated randomness distribution was done securely), and use this material in the online phase. This gives rise to an information-theoretic model of secure computation given access to a trusted source of correlated random coins, which is called the correlated randomness model.

### 2.6.2 Beaver's protocol

We now describe Beaver's derandomization protocol. Assume that, ahead of time, Alice and Bob have obtained the result of an oblivious transfer executed on random inputs: Alice (playing the role of the sender) has two random bits ( $r_{0}, r_{1}$ ), and Bob received ( $\sigma, r_{\sigma}$ ), where $\sigma$ is a random selection bit. Once Alice receive her two OT inputs ( $s_{0}, s_{1}$ ), and Bob receives his selection bit $b$, the protocol proceeds as follows:

- Bob tells Alice whether $\sigma=b$. This is done by sending a single bit $\ell=\sigma \oplus b$. Note that since $\sigma$ is random and unknown to Alice, this leaks no information about $b$.
- If $\sigma=b(\ell=0)$, Alice sends $\left(s_{0} \oplus r_{0}, s_{1} \oplus r_{1}\right)$ to Bob; else, she sends $\left(s_{0} \oplus r_{1}, s_{1} \oplus r_{0}\right)$ (that is, Alice sends $\left(u_{0}, u_{1}\right)=\left(s_{0} \oplus r_{\ell}, s_{1} \oplus r_{1 \oplus \ell}\right)$ to Bob). Observe that in any case, Bob (who knows only $r_{\sigma}$ ) will only be able to mask one of ( $s_{0}, s_{1}$ ), the one masked by $r_{\sigma}$ - which is exactly $s_{b}$ by construction (since $u_{b}=s_{b} \oplus r_{b \oplus \ell}=s_{b} \oplus r_{\sigma}$ ).

It is a simple exercise to check that this protocol is correct and perfectly secure, and we leave it to the interested reader.

### 2.6.3 Secure computation with correlated randomness

One way to abstract out Beaver's result is as follows: if the parties are given access to a trusted source of $2 n$ random oblivious transfer, then they can securely compute any boolean circuit with $n$ AND gates (in the honest-but-curious setting), with perfect (information-theoretic) security. This stands in stark contrast with secure computation in the plain model (i.e. without any trusted setup taking place before the execution of the protocol): in the plain model, it is well-known that secure two-party computation is impossible without assuming computationally bounded parties (see the discussion in Section 2.1.2).

The random oblivious transfers form a special case of a source of correlated randomness: each random OT $\left(s_{0}, s_{1}\right),\left(b, s_{b}\right)$ is exactly a uniformly random 4-tuple 4 -tuple ( $s_{0}, s_{1}, b, \alpha$ ) of bits sampled conditioned on

$$
\begin{equation*}
\alpha=b \cdot\left(s_{0} \oplus s_{1}\right) \oplus s_{0} . \tag{2.1}
\end{equation*}
$$

In other words, $\left(s_{0}, s_{1}\right)$ and $(b, \alpha)$ are uniformly random pairs of bits sampled conditioned on satisfying the degree- 2 correlation given by equation 2.1.

Definition 2.6.1 (Correlated randomness model). We call secure computation in the correlated randomness model a model of information-theoretic secure computation where before the start of the protocol, all participants securely receive random correlated strings from a trusted dealer, of a predefined length and for a predefined correlation.

Using the terminology above, Beaver's result establishes that information-theoretic 2-party computation is possible in the correlated randomness model:

Theorem 2.6.2 (Beaver + GMW, informal). For any boolean circuit $C$ with $2 n$ AND-gates and $m$ output gates, there exists an information-theoretic two-party computation protocol that securely computes $C$ with semi-honest security in the correlated randomness model, with the following features:

- The two players request $2 n$ random oblivious transfers from the trusted dealer.
- The protocol communicates $4 n+2 m$ bits in total.

While the above theorem is merely a restatement of Theorem 2.2 .1 coupled with Beaver's derandomization technique, it highlights an important concept: in secure computation with correlated randomness, we typically distinguish the amount of resources consumed by the protocol (i.e. the length of the correlated randomness) and the type of correlated randomness (above, random OTs). Our focus so far has been on two-party secure computation of boolean circuits in the honest-but-curious setting. However, as we will see in the next section, many other important settings exist: there can be more than two parties, one might want to achieve security against malicious participants, and the function that the parties want to evaluate might not have a nice representation as a boolean circuit - for example, it can be more suitably represented by an arithmetic circuit over a larger field.

For each of these variants, efficient information-theoretic protocols in the correlated randomness model exist, but the type of correlated randomness that they consume differs. Looking ahead, this suggests that the fundamental question we raised in Section 2.3.2 (How can we generate efficiently a very large number of oblivious transfers?) should be generalized to the following question:

How can we generate efficiently a large amount of suitable correlated randomness?
Above, "suitable" refers to any type of correlated randomness that the setting at hand might call for. As one would expect, the more one wants to handle complex types of functions or achieve advanced features (e.g. strong security, or handling many participants), the more complex the necessary correlated randomness becomes. Furthermore, specific applications of secure computation can often benefit from tailored types of correlated randomness, chosen to optimize the application. The study and design of efficient methods to generate different types of correlated randomness, motivated by different applications in secure computation, is a rich and diverse field. This manuscript will cover some of the ways this field has been explored in my work.

### 2.7 Extensions of GMW

In this section, we introduce extensions of the GMW protocol to the setting of more than two parties, and for general arithmetic circuits. The seminal GMW protocol of Goldreich, Micali, and Wigderson [GMW87a], was originally formulated for $N$ parties directly; the extension to arithmetic circuits is straightforward.

Until now, we avoided formal definitions in favor of more intuitive descriptions, to prevent harming readability. However, as we delve further into slightly more complex (or notationheavy) variants of secure computation, the intuitive descriptions become increasingly less actionable, and introducing more rigor and formalism helps in introducing more complex notions without disrupting too much the flow of the discourse. Therefore, we will introduce, when needed, more formal definitions for the objects we manipulate.

Definition 2.7.1. An arithmetic circuit $C$ with $n$ inputs $\left(x_{1}, \cdots, x_{n}\right)$ over a finite field $(\mathbb{F},+, \times)$ is a directed acyclic graph of indegree 2 whose outdegree-0 nodes are called output gates. Each internal node (all nodes except indegree-0 nodes) is labeled with either + or $\times$, representing the evaluation of either of the field operations. There are two types of indegree- 0 nodes: input nodes are labeled with a variable $x_{i}$ for $i \leq n$, and constant nodes are labeled with a value $c \in \mathbb{F}$. Evaluating $C$ on inputs $\left(x_{1}, \cdots, x_{n}\right) \in \mathbb{F}^{n}$ is done by inductively writing on each output wire of a gate the result of the gate operation applied to the value written on the input wires, once it has been defined. The output of the evaluation is the tuple of values written on the output wires.

### 2.7.1 $N$-party MPC of arithmetic circuits, honest-but-curious setting

From now on, we will view GMW as an information-theoretic protocol in the correlated randomness model of Beaver [Bea92a; Bea95]. We now define the notion of a Beaver triple (sometimes also called multiplication triple):

Definition 2.7.2. An $N$-party Beaver triple over a field $\mathbb{F}$ is obtained by sampling $(u, v) \stackrel{\&}{\leftarrow} \mathbb{F}^{2}$ and distributing uniformly random additive shares of $(u, v, u \cdot v)$ between the $N$ parties. Equivalently, each party $\left(P_{1}, \cdots, P_{N-1}\right)$ receives a uniformly random 3-tuple $\left(u_{i}, v_{i}, w_{i}\right)$, and $P_{N}$ receives $\left(u-\sum_{i<N} u_{i}, v-\sum_{i<N} v_{i}, u \cdot v-\sum_{i<N} w_{i}\right)$.

For convenience, we will introduce the following shorthand: given $u \in \mathbb{F}$, the notation $\langle u\rangle$ means that the parties hold additive shares $\left(u_{1}, \cdots, u_{N}\right)$ of $u$. This means that each party $P_{i}$ holds a value $u_{i}$, where the joint distribution of $\left(u_{1}, \cdots, u_{N}\right)$ is uniformly random conditioned on $u=\sum_{i=1}^{N} u_{i}$. Note that this implies that for any subset $S \subsetneq[N]$, no coalition $\left(P_{i}\right)_{i \in S}$ of $|S|<N$ parties can learn anything about $u$ from their joint shares $\left(u_{i}\right)_{i \in S}$, yet $u$ can be reconstructed given all $N$ shares. With this notation, we write $(\langle u\rangle,\langle v\rangle,\langle u \cdot v\rangle)$ to denote a Beaver triple without explicitly specifying the share of each party. Then, if the parties are given shares $(\langle u\rangle,\langle v\rangle)$ of elements $u, v$ and if $(\alpha, \beta) \in \mathbb{F}^{2}$ are public values, we write $\langle\alpha u+\beta v\rangle \leftarrow \alpha \cdot\langle u\rangle+\beta \cdot\langle v\rangle$ to indicate that the parties with shares $\left(u_{i}\right)_{i}$ and $\left(v_{i}\right)_{i}$ of $u, v$ can locally (without interaction) compute shares $\left(\alpha u_{i}+\beta v_{i}\right)_{i}$ of $\alpha u+\beta v$ (in other words, the sharing function is linear). Eventually, we say that the parties reconstruct (or open) a shared value $u$ when each party broadcasts their share $u_{i}$ to every other party, and all parties compute $u \leftarrow \sum_{i=1}^{N} u_{i}$.

Beaver triples are the main type of correlated randomness that we will use to get informationtheoretic $N$-party secure computation of arithmetic circuits over $\mathbb{F}$ in the honest-but-curious setting (which is a synonym of $t$-private). It is a standard exercise to see that given two instances of random oblivious transfers, one can get (without further interaction) a 2-party Beaver triple over $\mathbb{F}_{2}$. This can be generalized to show that a single $N$-party Beaver triple can be obtained by distributing two random OTs between each pair of participants - but this generalization requires communication. ${ }^{8}$

Theorem 2.7.3 (GMW + Beaver, generalized). There exists a $(N-1)$-private informationtheoretically secure $N$-party protocol for computing any functionality $f:\left(\mathbb{F}^{*}\right)^{N} \mapsto\left(\mathbb{F}^{*}\right)^{N}$, in the correlated randomness model, with the following features:

[^9]- If $f$ is computed by an arithmetic circuit $C$ with $n \times-$ gates and $m$ output nodes, the parties need $n$ Beaver triples from the trusted dealer.
- The total communication of the protocol is $(n+m) \cdot N$ elements of $\mathbb{F}$.


### 2.7.1.1 The protocol

Let $P_{1}, \cdots, P_{N}$ be $N$ parties with respective inputs $\left(x_{1}, \cdots, x_{N}\right)$, and let $C_{f}$ be an arithmetic circuit computing the function $f$. The parties will evaluate the circuit gate by gate, starting from the inputs and computing the value of a gate when the values of its two parent nodes (which are either input nodes or gates themselves) have been computed. The protocol maintains the following invariant: after evaluating a gate, each party $P_{i}$ will hold an additive share $v_{i}$ of the value $v$ on this gate. Without loss of generality, we assume that the parties always hold shares of the inputs to a gate when evaluating it: if an input to the gate is an input node carrying a field element $b_{i}$ belonging to party $P_{i}$, we define the shares of $\left(P_{1}, \cdots, P_{i}, \cdots, P_{n}\right)$ to be $\left(0, \cdots, b_{i}, \cdots, 0\right)$ (while this is technically not a random share, this is sufficient for our purpose).

- Initialization: before the protocol, all parties ask for $2 B$ Beaver triples to the trusted dealer, where $B$ is a bound on the number of AND gates in $C_{f}$.
- Evaluating a +-gate $+(a, b)$ : the parties locally sum their shares of $u$ and $v$. No communication is required.
- Evaluating a $\times$-gate $\times(a, b)$ : the parties must compute additive shares of $u \cdot v$. This is done using the secure product protocol described below. This step consumes a Beaver triple.
- Output: after evaluating the output gate, all parties broadcast their share of the output, and all parties reconstruct the output.


### 2.7.1.2 Secure product

On input additive shares $\langle u\rangle,\langle v\rangle$ of two field elements $a, b$, the secure product protocol proceeds as follows: the parties

- retrieve a (not previously used) Beaver triple $(\langle u\rangle,\langle v\rangle,\langle u \cdot v\rangle)$,
- compute $\langle u+a\rangle \leftarrow\langle u\rangle+\langle a\rangle$ and $\langle v+b\rangle \leftarrow\langle v\rangle+\langle b\rangle$;
- reconstruct $z_{u}=u+a$ and $z_{v}=v+b$ (this step, which is the only one where the parties interact, does not leak any private information because $u$ and $v$ are uniformly random, therefore $z_{u}$ and $z_{v}$ perfectly mask $a$ and $b$ );
- compute $\langle a \cdot b\rangle \leftarrow z_{u} \cdot\langle b\rangle-z_{v} \cdot\langle u\rangle+\langle u \cdot v\rangle$.


### 2.7.1.3 Bottom line

In the $N$-party honest-but-curious setting, for general arithmetic circuits, Beaver triples form the core resource to enable fast information-theoretic secure computation. Concretely, it allows to implement the $N$-party secure product functionality, generalizing in a natural way
the protocol we described for the 2-party secure product functionality over $\mathbb{F}_{2}$ in Section 2.3.1.1. Note that we used oblivious transfers in our description of the protocol of Section 2.3.1.1, but we could have equivalently used random OTs, using Beaver's derandomization method. Then, it is a simple exercise to check that the protocol instantiated with two instances of a random OT is syntactically equivalent to the secure product described above, using a 2-party Beaver triple over $\mathbb{F}_{2}$ (since two instances of a random OT immediately yield a 2 -party $\mathbb{F}_{2}$-Beaver triple).

Similarly, as for the 2-party case, the generalized GMW protocol reduces the question of achieving efficient secure multiparty computation to the following question:

## Is it possible to generate efficiently a large number of random Beaver triples?

I will cover in the next section what was the state of the art regarding this question when I started working on the subject.

### 2.7.2 Generating Beaver triples

Generating Beaver triple is more involved than generating oblivious transfers and, as we will see, the best solution can vary depending on the field $\mathbb{F}$ and the number $N$ of parties.

### 2.7.2.1 Over $\mathbb{F}_{2}$, for small $N$

Over $\mathbb{F}_{2}$, generating an $N$-party Beaver triple reduces to executing $N \cdot(N-1)$ oblivious transfers (two OTs for each pair of parties). The reduction works as follows:

- Each party samples a random pair $\left(u_{i}, v_{i}\right) \stackrel{\&}{\leftarrow}\{0,1\}^{2}$ of bits. Collectively, these bits form shares $(\langle u\rangle,\langle v\rangle)$ of two values $u=\bigoplus_{i \leq N} u_{i}$ and $v=\bigoplus_{i \leq N} v_{i}$. To obtain a Beaver triple, it remains for the parties to construct shares of $u \cdot v$. Expanding the product yields:

$$
u \cdot v=\bigoplus_{i \neq j} u_{i} \cdot v_{j} \oplus \bigoplus_{i \leq N} u_{i} \cdot v_{i}
$$

We treat the $u_{i} \cdot v_{j}$ with $i \neq j$ and the $u_{i} \cdot v_{i}$ separately since the latter is known to party $P_{i}$, while the former requires cross-party computation.

- Each pair of parties $\left(P_{i}, P_{j}\right)$ constructs $\left(\left\langle u_{i} v_{j}\right\rangle,\left\langle u_{j} v_{i}\right\rangle\right)$ (where $\langle\cdot\rangle$ denote 2-party shares) as follows:
- $P_{i}$ picks a uniformly random value $r$, which will form their share of $u_{i} v_{j}$. Then, it remains for $P_{j}$ to obtain the corresponding share $r \oplus u_{i} v_{j}$.
- $P_{i}$ and $P_{i}$ execute an oblivious transfer protocol, where $P_{i}$ plays the role of the sender with input $\left(r, r \oplus u_{i}\right)$, and $P_{j}$ plays the role of the receiver with input $v_{j}$. $P_{j}$ receives an output $s$; by definition of the $\mathrm{OT}, s$ is equal to $r$ if $v_{j}=0$, and to $r \oplus u_{i}$ if $v_{j}=1$ : in other words, $s=r \oplus u_{i} v_{j}$, as desired.
- $P_{i}$ and $P_{j}$ proceed identically, using an OT, to obtain 2-party shares of $u_{j} v_{i}$.
- Each party $P_{i}$ define their share of $u \cdot v$ to be $u_{i} v_{i}$ XORed with their shares of the $u_{i} v_{j}$ and the $u_{j} v_{i}$ for every $j \neq i$. Observe that

$$
\langle u \cdot v\rangle=\bigoplus_{i \neq j}\left\langle u_{i} \cdot v_{j}\right\rangle \oplus \bigoplus_{i \leq N} u_{i} \cdot v_{i}
$$

from which correctness follows.
Proving that the protocol satisfies ( $N-1$ )-privacy (Definition 2.1.4) is a standard exercise, and we leave it to the interested reader.

Lemma 2.7.4. There is an $N$-party protocol that securely generates a random Beaver triple over $\mathbb{F}_{2}$ (in the honest-but-curious setting) using $N \cdot(N-1)$ invocations of an oblivious transfer, and no further communication between the parties.

### 2.7.2.2 Over $\mathbb{F}$, for small $N$

The above solution has two clear downsides: (1) it is restricted to $\mathbb{F}_{2}$ and (2) its complexity scales quadratically with the number $N$ of parties (and it is therefore best suited for small values of $N)$. Here, we explain how to lift the first downside. To this end, we introduce the notion of oblivious linear evaluation (OLE).

Definition 2.7.5 (OLE, informal). An oblivious linear evaluation (OLE) over a field $\mathbb{F}$ is a two-party protocol between a sender with input $(u, v) \in \mathbb{F}^{2}$ and a receiver with input $x \in \mathbb{F}$. At the end of the protocol, the receiver should learn $u \cdot x+v$, and the sender does not get anything.

The OLE functionality is summarized in Figure 2.3. The term oblivious linear evaluation stems from the following interpretation: in an OLE protocol, the sender holds the description of an affine function $f_{u, v}: x \mapsto u x+v$, and the receiver holds an input $x$. The goal of the protocol is to let the sender obliviously evaluate $f_{u, v}$ on $x$, revealing only the result of the evaluation to the receiver. The term "affine function evaluation" might seem a better choice since $f_{u, v}$ is not a linear function, but here "linear" should be seen as a property of the space of the functions $f_{u, v}$ (that is, $\lambda f_{u, v}+f_{u^{\prime}, v^{\prime}}=f_{\lambda u+v, \lambda u^{\prime}+v^{\prime}}$ ) rather than a property of the functions $f$ themselves (that is, $\lambda f(x)+f(y)=f(\lambda x+y))$ ).


Figure 2.3: Ideal functionality of the oblivious linear evaluation over $\mathbb{F}$.
Similarly as for random OTs, we say that two parties receive a random OLE if they receive uniformly random $(u, v)$ and $(x, w)$ sampled over $\mathbb{F}$ conditioned on $w=u x+v$.

Remark 2.7.6. OLEs are the natural generalization of OTs over larger fields. In fact, up to a minor syntactical difference, an OLE over $\mathbb{F}_{2}$, where the receiver gets ux $\oplus v$ is just an oblivious transfer between the sender inputs $(u, u \oplus v)$ using the receiver selection bit $x$. Therefore, any OLE over $\mathbb{F}_{2}$ can be locally mapped to an OT by the sender via the reversible mapping $(u, v) \mapsto(u, u \oplus v)$, and conversely.

A useful variant of OLE, which we will rely upon later on in this manuscript, is the notion of vector-OLE:

Definition 2.7.7 (Vector-OLE, informal). $A$ vector oblivious linear evaluation (vector-OLE, or VOLE) of size $n$ over a field $\mathbb{F}$ is a two-party protocol between a sender with input vectors $(\vec{u}, \vec{v}) \in \mathbb{F}^{n} \times \mathbb{F}^{n}$ and a receiver with input $x \in \mathbb{F}$. At the end of the protocol, the receiver should learn $\vec{u} \cdot x+\vec{v}$, and the sender does not get anything.

Vector-OLE have been introduced in [ADI+17]. They generalize the notion of oblivious transfers of large strings in the same way that OLE generalizes the notion of oblivious transfer between pairs of bits. A vector-OLE of size $n$ can always be realized using $n$ instances of an OLE over $\mathbb{F}$, by letting the receiver use the same input $x$ accross all instances. However, vectorOLEs can often be realized more efficiently than $n$ instances of OLE [ADI+17; AK23] and are a useful building block in many applications, which motivates defining them independently.
From OLEs to Beaver triples. Using $N \cdot(N-1)$ OLEs over $\mathbb{F}, N$ parties can generate a Beaver triple over $\mathbb{F}$. The protocol is an immediate generalization of the OT-based protocol over $\mathbb{F}_{2}$ :

- Each party samples a random pair $\left(u_{i}, v_{i}\right) \stackrel{\&}{\leftarrow} \mathbb{F}^{2}$. Collectively, these values form shares $(\langle u\rangle,\langle v\rangle)$ of $u=\sum_{i \leq N} u_{i}$ and $v=\sum_{i \leq N} v_{i}$. It remains to construct shares of $u \cdot v$. We have:

$$
u \cdot v=\sum_{i \neq j} u_{i} \cdot v_{j}+\sum_{i \leq N} u_{i} \cdot v_{i} .
$$

- Each pair of parties $\left(P_{i}, P_{j}\right)$ constructs $\left(\left\langle u_{i} v_{j}\right\rangle,\left\langle u_{j} v_{i}\right\rangle\right)$ (where $\langle\cdot\rangle$ denote 2-party shares) as follows:
- $P_{i}$ picks a uniformly random value $r$, which will form their share of $u_{i} v_{j}$. It remains for $P_{j}$ to obtain the corresponding share $r+u_{i} v_{j}$ : this is done by executing an OLE with input $\left(r, u_{i}\right)$ from the sender, and input $v_{j}$ from the receiver.
- $P_{i}$ and $P_{j}$ proceed identically, using an OLE, to obtain 2-party shares of $u_{j} v_{i}$.
- Each party $P_{i}$ define their share of $u \cdot v$ to be $u_{i} v_{i}$ summed with their shares of the $u_{i} v_{j}$ and the $u_{j} v_{i}$ for every $j \neq i$. As before,

$$
\langle u \cdot v\rangle=\sum_{i \neq j}\left\langle u_{i} \cdot v_{j}\right\rangle+\sum_{i \leq N} u_{i} \cdot v_{i},
$$

from which correctness follows.
Security follows from the same observations as in the case of $\mathbb{F}_{2}$.
Lemma 2.7.8. There is an $N$-party protocol that securely generates a random Beaver triple over $\mathbb{F}$ (in the honest-but-curious setting) using $N \cdot(N-1)$ invocations of an oblivious linear evaluation, and no further communication between the parties.

OLEs from OTs. We now show that an OLE over a field $\mathbb{F}$ can be obtained using $\log |\mathbb{F}|$ invocations of an OT. This protocol was first described in [Gil99]. Let $(u, v) \in \mathbb{F}^{2}$ be the sender inputs, and let $x \in \mathbb{F}$ be the receiver input. Assume for simplicity that $\mathbb{F}$ is a primeorder field (and can therefore be identified with the set of integers modulo $|\mathbb{F}|$ ) - the protocol can be easily generalized to work with general finite fields. We denote by $\left(x_{0}, \cdots, x_{t-1}\right)$ the bits of the binary representation of $x$, where $y=\log |\mathbb{F}|$. The protocol proceeds as follows:

- The sender samples uniformly random shares $\left(s_{0}, \cdots, s_{t-1}\right)$ of $v$ over $\mathbb{F}$ (that is, the $s_{i}$ are random conditioned on $\sum_{i} s_{i}=v$ ).
- The sender and the receiver execute $t$ parallel instances of an oblivious transfer, where in the $i$-th instance (from 0 to $t-1$ ), the sender inputs ( $s_{i}, s_{i}+2^{i} \cdot u$ ), and the receiver inputs $x_{i}$. Observe that the receiver obtains $s_{i}+x_{i} \cdot 2^{i} \cdot u$.
- The receiver outputs $\sum_{i=0}^{t-1} s_{i}+x_{i} \cdot 2^{i} \cdot u$.

Correctness is straightforward:

$$
\sum_{i=0}^{t-1} s_{i}+x_{i} \cdot 2^{i}=\sum_{i=0}^{t-1} s_{i}+\left(\sum_{i=0}^{t-1} x_{i} \cdot 2^{i}\right) \cdot u=v+x \cdot u
$$

Security follows also easily from the security of the OTs and the fact that the $s_{i}$ are uniformly random shares of $v$. Combining this protocol with the OLE-based protocol for generating Beaver triples, we get:

Lemma 2.7.9. There is an $N$-party protocol that securely generates a random Beaver triple over $\mathbb{F}$ (in the honest-but-curious setting) using $N \cdot(N-1) \cdot \log |\mathbb{F}|$ invocations of an oblivious transfer, and no further communication between the parties.

Bottom line. It is possible to securely generate Beaver triples over arbitrary fields, and for any number of parties, using only invocations of oblivious transfer protocols. However, the complexity of this approach scales with $\Omega\left(N^{2} \cdot \log |\mathbb{F}|\right)$. Yet, for not-too-large values of $N$ and $\log \mathbb{F}$, this remains the most computationally efficient way of generating Beaver triples, due to the existence of super-fast OT extension protocols. However, communication-wise, this becomes very quickly prohibitive: assuming 130 bits of communication per OT, if there are $N=10$ parties and the field $\mathbb{F}$ is chosen to be $\mathbb{F}_{2^{64}}$ (a common choice since it matches the size of machine words), this yields already about 750.000 bits of communication for each Beaver triple. When evaluating an arithmetic circuit containing as little as ten million $\times$-gates (which is quite small), this already represents 800 Gigabytes of communication. Below, we will see that there is a better solution when the $\Omega\left(N^{2} \cdot \log |\mathbb{F}|\right)$ becomes prohibitive.

### 2.7.2.3 Over $\mathbb{F}$, for large $N$

When the size of the field $\mathbb{F}$ grows too much, an alternative solution to the above protocol is to rely on threshold homomorphic encryption. This approach to secure computation dates back to [CDN01]. The technique has multiple flavors, using different types of homomorphic encryption. The approach I will present below, using the threshold additively homomorphic encryption notion, is somewhat folklore. Depending on the context, other variants might perform better, but my main purpose is to illustrate this type of method. These approaches use a type of cryptographic machinery quite different from the ones we used so far (albeit perhaps closer to the type of primitives one sees in a standard cryptography curriculum).
Definitions. To introduce the construction, we need to recall the notion of public-key encryption over a field $\mathbb{F}$ first:

Definition 2.7.10 (Public-Key Encryption). A public-key encryption scheme $\Pi$ is a triple of polytime algorithms (П.KeyGen, П.Еnc, П.Dec), such that

- $\Pi . K e y G e n\left(1^{\lambda}\right)$, generates a pair ( $\mathrm{pk}, \mathrm{sk}$ ) of public and private keys. The key pk specifies the ciphertext space $\mathcal{C}$ and the random source $\mathcal{R}$.
- $\Pi . \operatorname{Enc}(\mathrm{pk}, m ; r)$, given $m \in \mathbb{F}$ and random coins $r \in \mathcal{R}$, outputs a ciphertext $c$.
- $\Pi . \operatorname{Dec}(\mathrm{sk}, c)$, outputs a message $m \in \mathbb{F}$.

In addition $\Pi$ must satisfy the correctness and IND-CPA security properties defined below.
Definition 2.7.11 (Correctness). $\Pi$ is correct if for any pair (pk, sk) $\stackrel{\$}{\leftarrow}$ П.KeyGen(1 ${ }^{\lambda}$ ), message $m \in \mathbb{F}$, and random coin $r \in \mathcal{R}$, it holds that $\Pi$. $\operatorname{Dec}(\mathrm{sk}, \Pi . \operatorname{Enc}(\mathrm{pk}, m ; r))=m$.

The experiments $\operatorname{Exp}_{\mathscr{A}}^{\text {ind-cpa-0 }}\left(1^{\lambda}\right)$ and $\operatorname{Exp}_{\mathscr{A}}^{\text {ind-cpa-1 }}\left(1^{\lambda}\right)$ for the IND-CPA property of the encryption scheme $\Pi$ are represented on Figure 2.4.
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Figure 2.4: Experiments for the IND-CPA property of the encryption scheme $\Pi$

Definition 2.7.12 (IND-CPA Security). $\Pi$ is IND-CPA secure if for any polytime adversary $\mathscr{A}$, it holds that $\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathscr{A}}^{\text {ind-cpa-1 }}\left(1^{\lambda}\right)=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathscr{A}}^{i n d-c p a-0}\left(1^{\lambda}\right)=1\right]\right|=\operatorname{neg} \mid(\lambda)$, where negl denotes a negligible function.

An $N$-party threshold public-key encryption scheme is an encryption scheme where the decryption can be distributed among $N$ parties holding shares sk ${ }_{i}$ of the secret key sk. Here, for simplicity, we will focus on a notion of additive threshold decryption, where running the partial decryption algorithm with $\mathrm{sk}_{i}$ yields an additive share, over $\mathbb{F}$, of the message $m$. The definition below is adapted to our setting:

Definition 2.7.13 (Threshold Public-Key Encryption, informal). An N-party threshold public-key encryption scheme $\Pi$ is a PKE (П.KeyGen, П.Еnc, П.Dec) satisfying correctness and IND-CPA security, as in Definition 2.7.11 and 2.7.12 respectively, together with additional algorithms ( $\Pi . S h a r e, \Pi . R e c)$, and a distributed decryption protocol $\Pi_{\mathrm{dec}}$ :

- $\Pi$.Share(sk), generates $N$ secret key shares $\left(\mathrm{sk}_{1}, \cdots, \mathrm{sk}_{N}\right)$
- $\Pi . \operatorname{Rec}\left(\mathrm{sk}_{1}, \cdots, \mathrm{sk}_{N}\right)$, reconstructs the secret key sk
- $\Pi_{\text {dec }}$ is an $N$-party protocol secure in the semi-honest model where all parties hold a ciphertext $c$ as common input, and each party holds a share $\mathrm{sk}_{i}$ of sk . The protocol securely compute the functionality $\Pi . \operatorname{Dec}\left(\Pi \cdot \operatorname{Rec}\left(\mathrm{sk}_{1}, \cdots, \mathrm{sk}_{N}\right), c\right)$.

In addition, the sharing algorithm must satisfy the standard property that for any sk, the distribution of any strict subset of the keys $\left(\mathrm{sk}_{i}\right)_{i \in S}$ with $S \subsetneq[N]$ can be statistically simulated without sk.

Eventually, we will want our threshold public-key encryption scheme to be additively homomorphic. We sketch one possible definition below;

Definition 2.7.14 (Additively Homomorphic Encryption, informal). A PKE (П.KeyGen, $\Pi . E n c, \Pi . D e c)$ is an additively homomorphic encryption scheme if there is an efficient randomized algorithm $\Pi$.Add where, for any $\alpha \in \mathbb{F}$ and any pair $\left(c_{0}, c_{1}\right)$ of ciphertexts, $\Pi . \operatorname{Add}\left(\alpha, c_{0}, c_{1}\right)$ outputs a new ciphertext $c$, such that the following holds:

- (homomorphic correctness) If $\Pi . \operatorname{Dec}\left(\mathrm{sk}, c_{0}\right)=m_{0}$ and $\Pi . \operatorname{Dec}\left(\mathrm{sk}, c_{1}\right)=m_{1}$, then $\Pi . \operatorname{Dec}(\mathrm{sk}, c)=\alpha \cdot m_{0}+m_{1}$.
- (circuit privacy) The output distribution of П.Add is statistically independent of $\alpha$.

We also write $\Pi . \operatorname{Add}\left(\alpha, c_{0}, \beta\right)$ with $\beta \in \mathbb{F}$ to denote the homomorphic computation of $\alpha m_{0}+\beta$ (this can always be done by computing an arbitrary encryption of $\beta$ first).

There are several ways to instantiate an $N$-party threshold additively homomorphic encryption scheme. If we replace the field $\mathbb{F}$ by an integer ring $\mathbb{Z}_{n}$ (where $n$ is a product of large primes), a common choice is to rely on (threshold variants of) the Paillier cryptosystem [Pai99]. Otherwise, over arbitrary prime-order fields $\mathbb{F}$, one can rely on threshold variants of lattice schemes such as the Regev cryptosystem [Reg05]. All these works admit efficient threshold variants where the distributed decryption protocol has a communication comparable to exchanging $O(n)$ ciphertexts in a constant number of rounds.

Beaver triples from threshold additively homomorphic encryption. Equipped with the above definition, we can sketch a simple protocol to generate a Beaver triple. Fix $N$ parties $P_{1}, \cdots, P_{N}$ and assume that, in a prior setup phase, they distributively generated (or received from a trusted dealer) a public key pk as well as shares $\mathrm{sk}_{1}, \cdots, \mathrm{sk}_{N}$ of the corresponding secret key (each party holds one share) for a threshold additively homomorphic encryption scheme $\Pi$. The protocol proceeds as follows:

- Each party $P_{i}$ samples $\left(x_{i}, y_{i}\right) \stackrel{\$}{\leftarrow} \mathbb{F}^{2}$ and broadcasts $c_{i} \stackrel{\$}{\leftarrow} \Pi$.Enc $\left(\mathrm{pk}, x_{i}\right)$.
- All parties publicly compute using $\Pi$.Add a ciphertext $c$ encrypting the sum $x=\sum_{i=1}^{N} x_{i}$.
- Each party $P_{i}$ broadcasts $c_{i}^{\prime} \stackrel{\Phi}{\leftarrow} \Pi . \operatorname{Add}\left(y_{i}, c_{i}, z_{i}\right)$.
- All parties publicly compute using $\Pi$.Add a ciphertext $c^{\prime}$ encrypting the sum

$$
\sum_{i=1}^{N} \Pi . \operatorname{Dec}\left(\mathrm{sk}, c_{i}^{\prime}\right)=\sum_{i} y_{i} \cdot x+z_{i}=x \cdot y+\sum_{i} z_{i}
$$

- All parties execute the distributed decryption protocol $\Pi_{\text {dec }}$ to obtain $z=x \cdot y+\sum_{i} z_{i}$.
- Each party $P_{i}$ outputs $\left(x_{i}, y_{i}, s_{i}=-z_{i}\right)$, except party $P_{N}$ who outputs $\left(x_{N}, y_{N}, s_{N}=\right.$ $z-z_{N}$ ).

Security follows from the IND-CPA security of the scheme, together with the fact that the value $z=x \cdot y+\sum_{i} z_{i}$ is perfectly masked to any subset of at most $N-1$ parties. Correctness can be checked routinely:

$$
\sum_{i=1}^{N} s_{i}=z-\sum_{i=1}^{N} z_{i}=x \cdot y=\left(\sum_{i=1}^{N} x_{i}\right) \cdot\left(\sum_{i=1}^{N} y_{i}\right)
$$

Communication-wise, the cost of this protocol is dominated by the communication of 2 N ciphertexts, plus the cost of the distributed decryption protocol (typically comparable to $N$ ciphertexts). Using the Paillier encryption scheme, one ciphertext has a size comparable to two elements of $\mathbb{Z}_{n}$. Furthermore, when generating many Beaver triples in parallel using a lattice-based encryption scheme, one can rely on "packing" techniques to achieve an amortized communication of $O(N)$ elements of $\mathbb{F}$ per Beaver triple. Overall, the cost of generating Beaver triples with these methods typically scales as $O(N)$, which is a factor $N \cdot \log |\mathbb{F}|$ smaller than the OT-based method of Section 2.7.2.2. This comes at the cost of using public key homomorphic encryption, and $O(N)$ public key operation per party for each Beaver triple (while using IKNP-style OT extension, the protocol requires $O(N)$ public key operation per party in total).
Historical notes. Oblivious linear evaluation was originally introduced in the work of Naor and Pinkas [NP99a]. Using threshold additively homomorphic encryption in secure computation was originally introduced in [CDN01] (from now on, CDN). Though it was initially described as a method to securely compute multiplication gates, its use for generating Beaver triples for MPC in the correlated randomness model is generally deemed folklore. The idea of using a CDN-style approach in the preprocessing phase was first introduced in [BDOZ11]. Following the seminal SPDZ paper [DPSZ12], later works [KPR18; GLM22] have relied mostly on a variant where the Beaver triples are generated using somewhat homomorphic encryption instead of threshold additive encryption. The CDN approach has recently got some renewed attention [BDO23] in the context of the recent YOSO framework for massively large-scale secure computation.

### 2.7.3 $N$-party MPC of arithmetic circuits, malicious setting

All protocols described so far have been restricted to the honest-but-curious setting, meaning that they are only guaranteed to be secure if the participants follow the specifications of the protocol. A much more challenging goal is that of secure computation in the malicious setting, where participants might behave arbitrarily. This is a fundamental topic, but providing even a superficial coverage of the techniques and challenges involved would take us too far. Hence, before ending this chapter, I will limit myself to making two short remarks about malicious security:

- Most maliciously secure protocols proceed by first designing a protocol in the honest-but-curious model, and then designing mechanisms (relying on cryptographic primitives such as commitments and zero-knowledge proofs) to force the participants to adhere to the specifications (or, equivalently, guaranteeing that any attempt to deviate from the prescribed strategy will be detected by the participants). This is the reason why addressing the design of secure computation protocols in the honest-but-curious setting remains well-motivated even if one finds the assumption of honest behavior to be undesirable.
- Maliciously secure MPC protocols in the preprocessing model typically rely on a variant of Beaver triples called authenticated Beaver triple, where in addition to shares $(\langle a\rangle,\langle b\rangle,\langle a b\rangle)$ for random $a, b \in \mathbb{F}$, the parties also get $(\langle\Delta \cdot a\rangle,\langle\Delta \cdot b\rangle,\langle\Delta \cdot a b\rangle)$ where $\Delta$ is a global authentication value (typically from $\mathbb{F}$ or some extension field thereof) shared between the parties. Roughly, the purpose of $\Delta$ will be to check that the
parties have honestly computed some target linear relation, by computing the same linear relation on the authenticated values and checking afterward an equation of the form $\Delta \cdot L(\vec{x})=$ ? $L(\Delta \cdot \vec{x})$. All the methods described in this section can be adapted relatively easily to generate authenticated Beaver triples instead.

With this, I conclude this chapter, which I hope conveyed some intuition about the motivations for using correlated randomness in secure computation and some of the challenges associated with generating this correlated randomness. The next chapter will focus on an alternative approach to correlated randomness generation which I have developed with my coauthors over the past six years, and whose aim is to enable the generation of a large amount of correlated randomness using a minimal amount of communication.

## Chapter

## Silent Secure Computation

In this chapter, I cover one of the main themes of my research on secure computation. As the previous chapter made clear, or so I hope, secure computation a $l a G M W$ in the preprocessing model is one of the most promising paths towards truly efficient MPC protocols. With the combination of IKNP-style OT extensions and preprocessing of the OTs, it exhibits sufficient performances, from a computational point of view, in many real-world applications (including allowing our two lovebirds, Alice and Bob, to discover whether there is a mutual romantic interest - but also including, say, securely running statistical analyses on the joint private data of the patients of several hospitals to evaluate the efficiency of a new medication without compromising the patient's privacy). However, its communication overhead - a few hundred bits per AND gate - is prohibitive for most applications, especially in a WAN setting.

The results and techniques that I will introduce in this chapter form the foundations of the silent preprocessing model of secure computation. In this model, which I introduced in 2018 with my coauthors, the entire preprocessing phase boils down to a short interactive phase, with little communication and computation, followed solely by local computations. In the same way that OT extension confines all expensive operations to a one-time generation of a small number of base OTs, silent preprocessing confines the entire communication of the preprocessing phase to a one-time small interaction.


I asked Dall-E to add a mask to Alice and Bob, to indicate that they compute silently
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Historical notes. The results and techniques covered in this section span multiple papers. In what follows, "we" refers to myself and my coauthors (which might differ between articles). Naming them for each article listed below would harm readability, but for proper credit: the results which I cover in the chapter have been obtained through collaborations with Maxime Bombar, Elette Boyle, Dung Bui (•), Alain Couvreur, Clément Ducros (•), Niv Gilboa, Yuval Ishai, Lisa Kohl, Pierre Meyer (•), Michele Orrù, Alain Passelègue, Srinivasan Raghuraman, Nicolas Resch, Mahshid Riahinia, Peter Rindal, Peter Scholl, and Maryam Zarezadeh. In this list, • denotes the Ph.D. students whom I have supervised.

We initially introduced the notion of silent secure computation (under the name of cryptographic capsules) in a CCS'2017 paper [BCG+17]. We achieved the first concretely efficient silent preprocessing protocol, for a specific correlation, a year later in [BCGI18] (CCS'2018). The real breakthrough, achieving concretely efficient silent preprocessing for precomputing oblivious transfers, came in our follow-up work at CRYPTO'2019 [BCG+19b], which we further optimized at CCS'2019 [BCG+19a]. A year later, we generalized silent preprocessing to the OLE correlation over large fields [BCG+20b] (CRYPTO'2020) and introduced the notion of pseudorandom correlation function (PCF) as a mean to achieve unbounded, ondemand silent preprocessing [BCG+20a] (FOCS'2020) (we used the techniques developed in this paper to obtain further results in $[\mathrm{BCG}+21 \mathrm{~b}]$ (CRYPTO'21), albeit outside of the context of silent secure computation). Our paper at EUROCRYPT'21 [CM21] showed how to use the results of our CRYPTO'19 paper to achieve low-communication secure computation (a line of work that will be covered in the next chapter). We improved the efficiency of our CRYPTO'19 paper in [CRR21a] (CRYPTO'2021) and of both our CRYPTO'19 and FOCS'20 paper in [BCG+22] (CRYPTO'2022). Eventually, we further refined the results of our FOCS'20 paper in [CD23] (PKC'2023), introduced the notion of precomputable PCFs (a strengthening of PCFs which allows generating preprocessing material even before knowing the identity of the other participants) in [CMPR23] (EUROCRYPT'2023), and obtained silent preprocessing for the OLE correlation over small fields in [BCCD23], improving over the result of our CRYPTO'20 paper.

### 3.1 Introduction

The main conceptual message of Chapter 2 is that the task of designing efficient protocols for securely computing a function reduces to the problem of securely and efficiently distributing long correlated random strings among the parties, where the type of correlation is tied to the target functionality and security guarantees. We have seen that for random oblivious transfers, using OT extension allows generating an arbitrary amount of correlation with an amortized computational cost of three hash evaluations per OT, and a few hundred bits of communication per OT. Since even simple functions can require a huge number of OTs, the amount of communication forms the core bottleneck of this protocol - computation-wise, it is remarkably efficient ${ }^{1}$. However, the large communication is a big hurdle that severely limits the practicality of these methods.

For Beaver triples, the situation is even less satisfying: one has to choose between a fast protocol using IKNP-style OT extension, at the cost of the (often prohibitive) $\Omega\left(N^{2} \log |\mathbb{F}|\right)$ of these approaches, or give up on OT extension techniques altogether and use much slower solutions (using public key cryptography instead of symmetric cryptography) based on additively homomorphic encryption.

### 3.2 Secure Computation with Silent Preprocessing from PCGs

So far, we have seen that secure computation with preprocessing proceeds in two phases:

1. In the preprocessing phase, the parties generate correlated randomness (e.g. random OTs, Beaver triples, OLEs...), using a protocol of their choice (typically from oblivious transfer or homomorphic encryption).
2. In the online phase, the parties consume this correlated randomness using an appropriate protocol, e.g. GMW.

The communication of the preprocessing phase dominates the total communication by a large factor: even in the two-party setting for semi-honest secure computation of boolean circuits using GMW, one needs a few hundred bits per AND gate of the circuit in the preprocessing phase, and only 3 bits per AND gate in the online phase, using Beaver's protocol (Section 2.6.2). For more parties, over arithmetic circuits, or in the malicious setting, the gap grows further.

### 3.2.1 The core insight: pseudorandomness is enough

Secure computation with preprocessing pays a huge communication cost to distributively generate long, truly random correlated string. Below, in a big, thick, red box, I outline the core insight at the heart of the new approach I am going to describe. If you take one message from this section:

[^10]The long correlated random strings do not have to be truly random: they only have to look random

Here, by look random, I mean the following: it should be infeasible, from the viewpoint of the participants (modeled as polynomial-time algorithms) to distinguish the strings received by the other participants from truly random strings (correlated in the right way with their string). The cryptographic terminology to denote this type of "random-lookingness" is pseudorandomness.

### 3.2.1.1 Pseudorandom generators

To make it a bit more concrete, let us look at the definition of a pseudorandom generator:
Definition 3.2.1. A pseudorandom generator ( $P R G$ ) is a polynomial-time algorithm $G$ : $\{0,1\}^{\lambda} \mapsto\{0,1\}^{m}$, with $m \gg \lambda$, such that for any polynomial-time distinguisher $\mathcal{A}$, it holds that

$$
\left|\operatorname{Pr}\left[\mathcal{A}(y)=0 \mid x \stackrel{\&}{\leftarrow}\{0,1\}^{\lambda}, y \leftarrow G(x)\right]-\operatorname{Pr}\left[\mathcal{A}(y)=0 \mid y \mathscr{\$}_{\leftarrow}\{0,1\}^{m}\right]\right| \leq \mu(\lambda),
$$

where $\mu$ is a negligible function.
A negligible function is any function that converges towards 0 faster than any inverse polynomial (e.g. $1 / 2^{\lambda}, \lambda^{-\log \lambda} \ldots$ ). Concretely, when the probabilities of two events are negligibly close (their absolute difference is a negligible function), this corresponds to saying that the events cannot be distinguished by any polynomial-time adversary. Hence, the above says that no polynomial-time algorithm $\mathcal{A}$ can behave differently (output something different - i.e. notice a difference) in the two following scenarios:

1. It receives the value $y=G(x)$ on a uniformly random short input $x \stackrel{\&}{\leftarrow}\{0,1\}^{\lambda}$, or
2. It receives a uniformly random long value $y \stackrel{\&}{\leftarrow}\{0,1\}^{m}$.

Note that since $x$ is $n$-bit long, $y=G(x)$ cannot have more than $\lambda \ll m$ bits of entropy: thus, $y$ is the first scenario is very far from random (it was deterministically computed from a short input), yet all polytime algorithms will still fail to distinguish them from uniformly random inputs.

### 3.2.1.2 From one-time pads to stream ciphers

Let us take a short break from secure computation and have a quick look at the easier (and more well-known) task of secure communication: Alice wants to transmit a message $M \in\{0,1\}^{m}$ to Bob over a public channel while hiding $M$ from a potential eavesdropper. The reader has probably heard of the one-time pad construction of Vernam: assume Alice and Bob share a pre-established uniformly random key $K \stackrel{\&}{\leftarrow}\{0,1\}^{m}$ of the same length as $M$. Then Alice can send $C=M \oplus K$ to Bob: this lets Bob retrieve $M$ as $M \leftarrow C \oplus K$, but to any external observer, since $K$ is uniformly distributed, so is $C$ (and in particular, it carries no information about $M$ ). Of course, for long messages, pre-establishing (securely) a uniformly random key $K$ of the same length is impractical. Unfortunately, by a celebrated result of Shannon, this protocol is the best possible: there cannot be any information-theoretically secure protocol using a key $K$ shorter than $M$.

However, if we do not insist on information-theoretic (i.e. perfect) security, but rather are happy to settle for security against polynomial-time adversaries, there is a more efficient variant: Alice and Bob only need to pre-share a short random key $k \in\{0,1\}^{\lambda}$, and locally construct a "fake long random key" $K=G(k) \in\{0,1\}^{m}$ to use in the above protocol. Of course, $K$ is not truly random, but no polytime adversary can distinguish it from random! We leave it to the interested reader - it is a standard exercise - to show that if an adversary could guess with good probability whether, say, $M$ is the all-zero message or the all-one message (assuming $M$ is initially picked to be either of those at random) from the transcript $C=M \oplus G(k)$ of the interaction, then one could use this adversary to construct an algorithm $\mathcal{A}$ contradicting the assumption that $G$ is a pseudorandom generator.

This PRG-based construction of a secure communication protocol is essentially what is known as a stream cipher. To put it in perspective with our real target (which is secure computation), one could reformulate the one-time pad as a kind of protocol in the preprocessing model:

1. In the preprocessing phase, the two parties use a protocol to securely generate a long shared key $K$ (this is called a key exchange protocol), and
2. In the online phase, the parties use the (information-theoretic) one-time pad protocol to exchange $M$ using their shared key $K$.

Of course, one expects the preprocessing phase of this protocol to dominate the overall cost. But by using a PRG, one gets a much nicer, three-phase protocol:

1. In the preprocessing phase, the two parties use a protocol to securely generate a short shared key $k$.
2. In an offline phase, without any interactions, the parties locally compute the long key $K=G(k)$.
3. In the online phase, the parties use the one-time pad protocol to exchange $M$ using their shared key $K$.

Observe that, above, the (expensive) preprocessing phase has been replaced by two phases: a much shorter preprocessing phase (to generate a short key $k$ ), followed solely by offline computation (which does not require any communication between Alice and Bob).

### 3.2.1.3 From MPC with correlated pseudorandomness to pseudorandom correlation generators

In one sentence, the goal of the silent preprocessing model is to achieve the same three-phase structure as the protocol above, but for the much harder task of secure computation. In the case of secure communication, the "correlated randomness" is as simple as it gets: Alice and Bob should just receive the same string. Hence, any PRG producing random-looking strings suffices. In secure computation, the correlated randomness is not as nice: the participants need to receive distinct, but appropriately correlated random-looking strings (for example, pairs $\left(s_{0}, s_{1}\right)$ and ( $\left.b, s_{b}\right)$ respectively, in the case of the random OT correlation).

The notion of pseudorandom correlation generator (PCG), which I will formally introduce later on, aims to achieve just that: a PCG (PCG.Gen, PCG.Expand) yields a way to generate to distinct, but related short strings $\left(k_{0}, k_{1}\right) \leftarrow$ PCG.Gen such that evaluating PCG.Expand $\left(k_{0}\right)$
and PCG.Expand $\left(k_{1}\right)$ yields long, random-looking but correlated strings. As we will see, formalizing this notion is not straightforward and requires some care. Building a PCG is an even harder task: it requires a particularly delicate balance to achieve pseudorandomness while preserving some specific correlation - id est, to destroy all visible local patterns in the outputs while maintaining a specific global pattern among them.

### 3.2.2 The template

Equipped with the above ideas, we put forth the notion of secure computation in the silent preprocessing model. Concretely, a protocol in this model has three phases:

1. A one-time short interaction, where the participants generate the short correlated keys output by a pseudorandom correlation generator for their correlation of interest (e.g. random OTs), using a secure protocol to distributively evaluate the Gen algorithm of a PCG.
2. A "silent" computation phase, where the parties go offline and locally expand their short keys into long pseudorandom strings, which are indistinguishable from long random correlated strings, using the PCG.Expand algorithm.
3. A "non-cryptographic" online phase, where the participants use these long correlated strings in the usual way to securely compute the target function, for example with GMW. ${ }^{2}$

This template is summarized in Figure 3.2.2. What remains to do is to formally define pseudorandom correlation generators, in a way that allows to simultaneously (1) get a construction that instantiates this notion (ideally with an efficient construction), and (2) obtain a secure protocol when following the template above with this notion.


Figure 3.1: The three steps of an MPC protocol in the silent preprocessing model

[^11]
### 3.3 Pseudorandom Correlation Generators: a Definition

We now overview the formal definition of pseudorandom correlation generators. At a high level, a PCG is a pair of algorithms that enables the two steps of the preprocessing phase represented in Figure 3.2.2:

- A seed generation algorithm, denoted Gen, outputs two short, correlated seeds. Each party will receive one seed (we use the terms "seed" and "key" interchangeably here).
- An expansion algorithm, that takes one party's seed, and expands it into a long pseudorandom string. When taken together, the two pseudorandom strings should satisfy the prescribed correlation (but appear random beyond that).

This definition abstracts out how the participants will run the Gen algorithm (note that one cannot simply let one of the parties run it, because it would reveal to this party the seed of the other party, which would compromise privacy). Looking ahead, Gen will typically be either run by a trusted third party (whose only trusted in generating some short, input-independent correlated seeds) or securely executed through a distributed protocol. The point is that whatever the cost of this distributed protocol, it only depends on Gen's runtime, which is independent of (or, rather, logarithmic in) the size of the target computation. Then, the expansion procedure is the bulk of the computation (that depends linearly on the amount of correlated randomness to be produced, which is proportional to the size of the target function), but it is applied locally: at this stage, the participants do not have to exchange messages, or even to be online.

### 3.3.1 A slightly more formal overview

More formally, for correctness, we require that the expanded output of a PCG is indistinguishable from truly random correlated strings that are sampled from the ideal correlation. Security, however, turns out to be much harder to formally define. We first explain a failed attempt and then sketch the right definition.

A straightforward (but broken) solution would be the following: a PCG for a target correlation $\mathcal{C}$ is secure if for any secure computation protocol $\Pi$ in the correlated randomness model, the protocol $\Pi^{\prime}$ obtained by replacing the (true) correlated random string by short correlated seeds (locally expanded by the parties) is secure. Alas, in the paper where we introduced the notion of PCG [BCG+19b], we showed that this ideal security requirement would be impossible to meet: one can craft artificial protocols that are secure in the correlated randomness model, yet provably become insecure as soon as the true correlated randomness is replaced by short seeds ${ }^{3}$.

Instead, in [BCG+19b], we introduced a weaker (but achievable) indistinguishability-based security notion. The notion requires that an adversary, given access to one of the short seeds $\mathrm{k}_{\sigma}$, cannot distinguish the pseudorandom string $R_{1-\sigma}$ from a pseudorandom string that is chosen at random conditioned on $\left(R_{0}, R_{1}\right)$ being appropriately correlated (where $R_{\sigma}=\mathrm{PCG}\left(\mathrm{k}_{\sigma}\right)$ is the expansion of the short seed $\left.\mathrm{k}_{\sigma}\right)$. In other words, an adversary given

[^12]access to a short seed cannot learn more about the other party's pseudorandom string than what is obvious given access to its own pseudorandom output string. What makes this notion a useful notion for PCGs is that

1. it is achievable: many constructions of PCGs, starting with [BCGI18; BCG+19b] were provably shown to achieve it (under standard cryptographic assumptions related to decoding problems in suitable linear codes), and
2. it can provably replace securely the correlated randomness in any protocol $\Pi$ proven secure in the corruptible correlated randomness model, a weakening of the correlated randomness model that, informally, allows the adversary to choose themself what the correlated randomness of the corrupted participants will be (and the correlated randomness of the remaining parties is sampled afterward to be consistent with the choice of the adversary). This model avoids the impossibility result of $[\mathrm{BCG}+19 \mathrm{~b}]^{4}$. More importantly, essentially all known protocols ever designed in the correlated randomness model are secure in the corruptible correlated randomness model! This includes in particular GMW and its many variants.

Equipped with the above intuition, we now outline the full formal definition of PCGs. The definition comes from $[\mathrm{BCG}+19 \mathrm{~b}]$, and builds upon an earlier definition of pseudorandom VOLE generator which we had introduced in [BCGI18] (retrospectively, a pseudorandom VOLE generator is a PCG for a specific correlation, the vector-OLE correlation, which is a variant of the OLE correlation covered in Section 2.7.2.2). The unified definition below uses also some later material that I wrote with Elette Boyle, Niv Gilboa, and Yuval Ishai for a book chapter of a yet-unpublished book ${ }^{5}$ (as of 2023).

### 3.3.2 Formal definition of PCGs

To formally define PCGs, we first introduce the concept of a correlation generator as a PPT algorithm outputting correlated strings. We will use a correlation generation generator to define an ideal target correlation $\left(\mathcal{R}_{0}, \mathcal{R}_{1}\right)$. For simplicity, we assume that $\left(\mathcal{R}_{0}, \mathcal{R}_{1}\right)$ are two bit-strings of the same length $n$, though in some of the useful instances instances we will discuss they are more naturally interpreted as vectors over some finite ring.

Definition 3.3.1 (Correlation Generator). A PPT algorithm $\mathcal{C}$ is called a correlation generator, if $\mathcal{C}$ on input $1^{n}$ outputs a pair of strings in $\{0,1\}^{n} \times\{0,1\}^{n}$.

Our security definition requires the target correlation to satisfy a technical requirement, which roughly says that it is possible to efficiently sample from the conditional distribution of $\mathcal{R}_{0}$ given $\mathcal{R}_{1}=r_{1}$ and vice versa.

[^13]Definition 3.3.2 (Reverse-sampleable Correlation Generator). Let $\mathcal{C}$ be a correlation generator. We say $\mathcal{C}$ is reverse sampleable if there exists a PPT algorithm RSample such that for $\sigma \in\{0,1\}$ the correlation obtained via:

$$
\left\{\left(\mathcal{R}_{0}^{\prime}, \mathcal{R}_{1}^{\prime}\right) \mid\left(\mathcal{R}_{0}, \mathcal{R}_{1}\right) \stackrel{\&}{\leftarrow} \mathcal{C}\left(1^{n}\right), \mathcal{R}_{\sigma}^{\prime}:=\mathcal{R}_{\sigma}, \mathcal{R}_{1-\sigma}^{\prime} \stackrel{\&}{\leftarrow} \operatorname{RSample}\left(\sigma, \mathcal{R}_{\sigma}\right)\right\}
$$

is computationally indistinguishable from $\mathcal{C}\left(1^{n}\right)$.
To illustrate the above notion, observe that the random OT correlation is reverse-sampleable: consider a random OT correlation, defined as a pair $\left(\left(s_{0}, s_{1}\right),\left(b, s_{b}\right)\right)$, where $s_{0}, s_{1}, b \stackrel{\&}{\leftarrow}\{0,1\}$. The reverse sampling algorithm $\operatorname{RSample}\left(\sigma, y_{\sigma}\right)$ works as follows: if $\sigma=0$, parse $y_{\sigma}$ as $y_{\sigma}=\left(s_{0}, s_{1}\right)$, sample $b \stackrel{\&}{\leftarrow}\{0,1\}$, and output $\left(b, s_{b}\right)$; otherwise (i.e. if $\left.\sigma=1\right)$ parse $y_{\sigma}$ as $y_{\sigma}=(b, s)$, sample $s^{\prime} \stackrel{\&}{\leftarrow}\{0,1\}$, and output $\left((1-b) \cdot s+b \cdot s^{\prime}, b \cdot s+(1-b) \cdot s^{\prime}\right)$. This immediatly generalizes to the reverse-sampleability of the $n$-fold random OT correlation, where the parties receive $n$ pairs of random OT correlations.

The following definition of pseudorandom correlation generators generalizes an earlier definition of pseudorandom VOLE generator in [BCGI18].

Definition 3.3.3 (Pseudorandom Correlation Generator (PCG) [BCG+19b]). Let $n=$ $n(\lambda) \in \operatorname{poly}(\lambda)$ be a polynomial, and let $\mathcal{C}$ be a reverse-sampleable correlation generator. A PCG for $\mathcal{C}$ is a pair of algorithms (PCG.Gen, PCG.Expand) with the following syntax:

- PCG.Gen $\left(1^{\lambda}\right)$ is a PPT algorithm that given a security parameter $\lambda$, outputs a pair of seeds $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right)$;
- PCG.Expand $\left(\sigma, \mathrm{k}_{\sigma}\right)$ is a polynomial-time algorithm that given party index $\sigma \in\{0,1\}$ and a seed $\mathrm{k}_{\sigma}$, outputs a bit string $\mathcal{R}_{\sigma} \in\{0,1\}^{n}$.

The algorithms (PCG.Gen, PCG.Expand) should satisfy the following:

- Pseudorandomness. The correlation obtained via:

$$
\left\{\left(\mathcal{R}_{0}, \mathcal{R}_{1}\right) \mid\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \stackrel{\&}{\leftarrow} \mathrm{PCG} . \operatorname{Gen}\left(1^{\lambda}\right),\left(\mathcal{R}_{\sigma} \leftarrow \mathrm{PCG} . \operatorname{Expand}\left(\sigma, \mathrm{k}_{\sigma}\right)\right)_{\sigma=0,1}\right\}
$$

is computationally indistinguishable from $\mathcal{C}\left(1^{n}\right)$.

- Security. For any $\sigma \in\{0,1\}$, the following two distributions are computationally indistinguishable:

$$
\begin{array}{r}
\left\{\left(\mathrm{k}_{1-\sigma}, \mathcal{R}_{\sigma}\right) \mid\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \stackrel{\&}{\leftarrow} \mathrm{PCG} . \operatorname{Gen}\left(1^{\lambda}\right), \mathcal{R}_{\sigma} \leftarrow \mathrm{PCG} . \operatorname{Expand}\left(\sigma, \mathrm{k}_{\sigma}\right)\right\} \text { and } \\
\left\{\left(\mathrm{k}_{1-\sigma}, \mathcal{R}_{\sigma}\right) \mid\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \stackrel{\&}{\leftarrow} \operatorname{PCG} . \operatorname{Gen}\left(1^{\lambda}\right), \mathcal{R}_{1-\sigma} \leftarrow \operatorname{PCG} . \operatorname{Expand}\left(\sigma, \mathrm{k}_{1-\sigma}\right),\right. \\
\left.R_{\sigma} \stackrel{\&}{\leftarrow} \operatorname{RSample}\left(\sigma, \mathcal{R}_{1-\sigma}\right)\right\}
\end{array}
$$

where RSample is the reverse sampling algorithm for correlation $\mathcal{C}$.
In words, security in Definition 3.3.3 means that from the view point of party 0 holding a key $\mathrm{k}_{0}$, the string $\mathcal{R}_{1}$ obtained by the other party is indistinguishable from a uniformly random string reverse-sampled from $\mathcal{R}_{1} \leftarrow \mathrm{PCG} . \operatorname{Expand}\left(0, \mathrm{k}_{0}\right)$, i.e., a string sampled uniformly
at random conditioned on satisfying the target correlation with $\mathcal{R}_{0}$ (and a similar security condition holds in the other direction).

Note that the above definition is trivial to achieve in general: We can let PCG.Gen on input $1^{\lambda}$ return $\left(R_{0}, R_{1}\right) \leftarrow \mathcal{C}\left(1^{n(\lambda)}\right)$, and simply define Expand to be the identity. Typically, we will be interested in non-trivial constructions of PCGs, in which PCG.Expand stretches a short seed to a long output. As a simple example, a standard pseudorandom generator $G:\{0,1\}^{\lambda} \rightarrow\{0,1\}^{n(\lambda)}$ naturally defines the following PCG for the target correlation $\mathcal{C}\left(1^{n}\right)=(r, r)$, where $r \stackrel{\$}{\leftarrow}\{0,1\}^{n(\lambda)}:$ PCG.Gen output a pair of identical random seeds and PCG.Expand applies $G$ locally on each seed. In the following, we will consider more involved constructions of PCGs for useful target correlations where neither of the outputs determines the other. These include Oblivious Transfer (OT) correlations, Oblivious Linear Evaluation (OLE) correlations, and (authenticated) multiplication triples.

### 3.3.3 Historical notes

The notion of pseudorandom correlation generators has its roots in the work of Beaver [Bea96], where the potential of the notion was first envisioned, but could not be realized without an amount of communication scaling with the target number of correlations. The first design of a PCG (beyond the simple equality correlation) dates back to Gilboa and Ishai's work [GI99], which gave an efficient multiparty PCG for any linear additive correlations, where a linear correlation refers to a correlation where the strings $\left(\mathcal{R}_{1}, \cdots, \mathcal{R}_{N}\right)$ received by the parties are in the kernel of a linear function $L: L\left(\mathcal{R}_{1}, \cdots, \mathcal{R}_{N}\right)=0$ (for example, this is the case of the equality correlation, where two parties receive $\mathcal{R}_{0}=\mathcal{R}_{1}$, since $\mathcal{R}_{0}-\mathcal{R}_{1}=0$ ).

Linear correlations enjoy various applications but are not sufficient for the application to silent secure computation, where the target correlations (random OTs, OLEs, Beaver triples...) are all at least degree- 2 polynomials. What I mean there is that the strings $\left(\mathcal{R}_{0}, \mathcal{R}_{1}\right)$ output by the correlation generator $\mathcal{C}$ can be parsed as vectors over a field $\mathbb{F}$ satisfying $P\left(\mathcal{R}_{0}, \mathcal{R}_{1}\right)=0$ over $\mathbb{F}$, where $P$ is a (vector of multivariate) degree-2 polynomial(s). For example, if $\mathcal{C}$ generates $n$ copies of an OLE correlation, one party gets $n$ pairs $\left(u_{i}, v_{i}\right) \in \mathbb{F}^{2}$ and the other party gets $\left(x_{i}, w_{i}\right) \in \mathbb{F}_{2}$, which are zeroes of $P(\vec{u}, \vec{v}, \vec{x}, \vec{w})=\vec{w}-(\vec{u} \odot \vec{x}+\vec{v})$, where $\odot$ denotes the component-wise product.

The first PCG for a degree-2 correlation was achieved in [BCGI18], albeit still for a correlation that does not suffice for general circuits (but rather for circuits with high fanin multiplications). The work also introduced a security notion for their pseudorandom correlation generator, which later formed the basis of the general definition we presented in this section. Eventually, the first "full-fledged" PCG for a secure-computation-complete correlation, the OT correlation, was presented in [BCG+19b], together with a formal definition of the general notion, and the proof that it suffices to instantiate the silent preprocessing framework for any protocol proven secure in the corruptible correlated randomness model.

### 3.4 Pseudorandom Correlation Generators: a Template

The purpose of this section is to outline a general template for building pseudorandom correlation generators. This template emerged progressively and was refined throughout many of my works $[\mathrm{BCG}+17$; BCGI18; BCG+19b; BCG+19a; BCG+20b; BCG+20a; CRR21a; BCG+22; BCCD23], and captures all known efficient constructions of PCGs for
concrete correlations of interest to date. I will attempt to provide a step-by-step, intuitive exposition of how one arrives at this template, and formally introduce along the way the necessary building blocks. For the sake of concreteness, I will focus in this overview on the notion of two-party additive correlation:

Definition 3.4.1. A two-party additive correlation of length $m$ is a correlation with the following structure: the two parties receive uniformly random additive shares of $C\left(r_{i}\right)$ for $i=1$ to $m$, where $C$ is a public function defining the correlation, and $\left(r_{1}, \cdots, r_{m}\right)$ are uniformly random inputs.

For example, Beaver triples are an additive correlation, where the function $C$ is given by $C:(a, b) \rightarrow(a, b, a \cdot b)$. Random OTs and OLEs are not immediately additive correlations (they are isomorphic to random shares of random products $a \cdot b$ over some field, where $a$ and $b$ are given to the two players instead of being shared between them), but they are in a sense simpler (because part of the correlation is given to the parties instead of being shared between them), and PCGs for these correlations will follow a similar template.

The purpose of a PCG for an additive correlation $C$ is to generate two short keys $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right)$ which, once expanded, yield pseudorandom shares of $\left(C\left(r_{1}\right), \cdots, C\left(r_{m}\right)\right)$, where $\left(r_{1}, \cdots, r_{m}\right)$ itself is a pseudorandom string. Notice how pseudorandomness appears in two places: internally, to generate $\left(r_{i}\right)_{i \leq m}$, and externally, to yield pseudorandom shares of the evaluation of $C$ on $r_{1} \cdots r_{m}$. Looking ahead, the template combines two distinct ingredients for each notion of pseudorandomness, which we now outline.

### 3.4.1 PCGs from shares of a function

Fix for now a pseudorandom generator $G$, which will be made explicit later on. At a high level, $G$ will be a suitable PRG that generates generates $\left(r_{1}, \cdots, r_{m}\right)$ from a short seed $k$. What we mean by "suitable" depends heavily on how we instantiate the external component. We first cover this external component: a method to distribute the shares of $\left(C\left(r_{1}\right), \cdots, C\left(r_{m}\right)\right)$ from short keys. With a slight abuse of notation, we will write $G_{k}(i)$ to denote the function which has $k$ hardcoded in its description, and which returns on input $i$ the $i$-th component of the output $G(k)$. This is equivalent to viewing $G(k)$ as the truth table of the function $G_{k}: i \rightarrow G_{k}(i)=G(k)_{i}$.

The template will rely on a method to distribute short keys $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right)$ to the parties that encode the secret function

$$
F_{k}=C \circ G_{k}
$$

This encoding will be a pair of functions (Gen, Eval), where Gen generates the short keys $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right)$ encoding the secret function $F_{k}$, and Eval is an evaluation algorithm that outputs a string $y_{\sigma}$ given an input $i$ and a key $\mathrm{k}_{\sigma}$ for $\sigma \in\{0,1\}$. We will want this encoding to satisfy three fundamental properties:

- It has to be succinct: the size of the keys given by the parties should be not much larger than the description length of $F_{k}=C \circ G_{k}$ (which is essentially the length of $k$, since $C$ and $G$ are already public information).
- It has to be private: given its part $\mathrm{k}_{\sigma}$ of the encoding, the party $P_{\sigma}$ should not be able to infer anything about the secret input $k$.
- It has to preserve evaluation: given their respective keys, the parties should be able to compute additive shares of the evaluation of $C \circ G_{k}$ on any input $i$. That is, for any $i$, it must hold that Eval $\left(\mathrm{k}_{0}, i\right)+\operatorname{Eval}\left(\mathrm{k}_{1}, i\right)=F_{k}(i)=(C \circ G)(k)_{i}=C\left(r_{i}\right)$.

Note that any two of the above requirements are easy to satisfy via trivial construction: one gets privacy and evaluation preservation by distributing shares of the entire truth table of the function (hence Eval simply requires a lookup to the table share), but this does not satisfy succinctness. Defining the encodings to be simply $k$ yields succinctness while preserving evaluation (the parties can compute $C \circ G_{k}$ in the clear), but breaks security. Of course, satisfying succinctness and privacy without preserving evaluation is also trivial (just define the keys to be the empty string). The definition becomes however non-trivial as soon as one insists on achieving all three properties at once.

It is not too hard to see that if we find an encoding of $C \circ G_{k}$ that satisfies the three properties above, we are done: PCG.Gen will simply sample a random key $k$ and output the encoding $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right)$ of the function $F_{k}=C \circ G_{k}$. Then, PCG.Expand $\left(\sigma, \mathrm{k}_{\sigma}\right)$ computes and returns Eval $\left(\mathrm{k}_{\sigma}, i\right)$ for $i=1$ to $m$. Because the encoding is evaluation preserving, the outputs of PCG.Expand form additive shares of $\left((C \circ G)(k)_{1}, \cdots,(C \circ G)(k)_{m}\right)=\left(C\left(r_{1}\right), \cdots C\left(r_{m}\right)\right)$. Security follows from the privacy of the encoding, and non-triviality from the succinctness. This was for the intuition - now, let's make this more formal.

### 3.4.2 Function secret sharing

The above way of encoding a secret function $C \circ G_{k}$ is called function secret sharing. In full generality, an $N$-party FSS scheme splits a function $f:\{0,1\}^{\ell} \rightarrow \mathbb{G}$ from a function class $\mathcal{F}$ into $N$ additive shares $f_{i}:\{0,1\}^{\ell} \rightarrow \mathbb{G}$, each represented by a key $k_{i}$, where every strict subset of the keys $k_{i}$ hides $f$. The correctness requirement is that the $N$ functions $f_{i}$ represented by the keys add up to $f$. Namely, there is a function Eval (defining the function $f_{i}$ represented by $k_{i}$ ), such that for every $x \in\{0,1\}^{\ell}$ we have $f(x)=\sum_{i} \operatorname{Eval}\left(k_{i}, x\right)$. The challenge is to design efficient FSS schemes in which the key size grows polynomially with the input length $\ell$. The short keys $k_{i}$ can be viewed as compressed additive shares of the truth table of $f$. This is only possible for classes $\mathcal{F}$ of structured functions $f$ that have a short (polynomial-size) description, and inevitably require one to settle for computational hiding of $f$. Later, I will focus mostly on the two-party setting, which is the one I use for our target application to PCGs - and also the one for which suitable efficient constructions are known. Part of the formal definition outlined below is adapted from a book chapter (for an upcoming book) which I co-authored with Elette Boyle, Niv Gilboa, and Yuval Ishai, available on my webpage.

### 3.4.2.1 Modeling function families

Formally, a function family is defined by a pair $\mathcal{F}=\left(P_{\mathcal{F}}, E_{\mathcal{F}}\right)$, where $P_{\mathcal{F}} \subseteq\{0,1\}^{*}$ is an infinite collection of function descriptions $\hat{f}$, and $E_{\mathcal{F}}: P_{\mathcal{F}} \times\{0,1\}^{*} \rightarrow\{0,1\}^{*}$ is a polynomialtime algorithm defining the function described by $\hat{f}$. Concretely, each $\hat{f} \in P_{\mathcal{F}}$ describes a corresponding function $f: D_{f} \rightarrow R_{f}$ defined by $f(x)=E_{\mathcal{F}}(\hat{f}, x)$. We assume for simplicity that $D_{f}=\{0,1\}^{\ell}$ for a positive integer $\ell$ and always require $R_{f}$ to be a finite Abelian group, denoted by $\mathbb{G}$. For simplicity, we will typically identift $f$ with its description $\hat{f}$ and write $f \in \mathcal{F}$ instead of $\hat{f} \in P_{\mathcal{F}}$, and assume when passing $f$ as input that this also includes an


Figure 3.2: Representation of a 2-party function secret sharing scheme for a function class $\mathcal{F}=\left\{f:\{0,1\}^{\ell} \rightarrow \mathbb{G}\right\} . \Sigma$ denotes the sum over $\mathbb{G}$.
explicit description of both $D_{f}$ and $R_{f}$, as well as a parameter $|f|$ which denotes the size (in bits) of the description of $f$.

### 3.4.2.2 Defining function secret sharing

The definition given below follows the exposition given in [BGI16b; BGI15], but simplifies some of the formalism for clarity of the exposition.

Definition 3.4.2 (FSS: Syntax). An N-party function secret sharing (FSS) scheme is a pair of PPT algorithms (Gen, Eval) with the following syntax:

- Gen $\left(1^{\lambda}, f\right)$, on input $1^{\lambda}$ and a function $f:\{0,1\}^{\ell} \rightarrow \mathbb{G}$, outputs an $N$-tuple of keys $\left(k_{1}, \ldots, k_{N}\right)$.
- Eval $\left(i, k_{i}, x\right)$ is a polynomial-time evaluation algorithm, which on input $i \in[N]$ (party index), key $k_{i}$ and input $x \in\{0,1\}^{\ell}$, outputs a group element $y_{i} \in \mathbb{G}$.

When $N$ is omitted, it is understood to be 2 .
Definition 3.4.3 (FSS: Requirements). Let $\mathcal{F}$ be a function family and define Leak $(f)$ to be $\left(1^{\ell},|f|, \mathbb{G}\right)$ for any $f:\{0,1\}^{\ell} \rightarrow \mathbb{G} \cdot{ }^{6}$ Let $N$ (the number of parties) and $t$ (the secrecy threshold) be positive integers. An $N$-party $t$-secure FSS for $\mathcal{F}$ with leakage Leak is a pair (Gen, Eval) as in Definition 3.4.2, satisfying the following requirements.

[^14]- Correctness: For all $f:\{0,1\}^{\ell} \rightarrow \mathbb{G}$ in $\mathcal{F}$, and every $x \in\{0,1\}^{\ell}$, it holds that

$$
\operatorname{Pr}\left[\sum_{i=1}^{N} \operatorname{Eval}\left(i, k_{i}, x\right)=f(x)\right]=1,
$$

where the probability is taken over the random sampling of $\left(k_{1}, \ldots, k_{N}\right) \stackrel{\&}{\leftarrow} \operatorname{Gen}\left(1^{\lambda}, f\right)$.

- Secrecy: For every set of corrupted parties $S \subset[N]$ of size $t$, there exists a PPT simulator Sim such that for every sequence $f_{1}, f_{2}, \ldots$ of polynomial-size functions from $\mathcal{F}$, the outputs of the following experiments Real and Ideal are computationally indistinguishable:
- Real $\left(1^{\lambda}\right):\left(k_{1}, \ldots, k_{N}\right) \leftarrow \operatorname{Gen}\left(1^{\lambda}, f_{\lambda}\right)$; Output $\left(k_{i}\right)_{i \in S}$.
- Ideal( $\left.1^{\lambda}\right)$ : Output $\operatorname{Sim}\left(1^{\lambda}, \operatorname{Leak}\left(f_{\lambda}\right)\right)$.

When $t$ is omitted it is understood to be $N-1$.

### 3.4.2.3 PCG from FSS

Equipped with this formal definition, let us state the core theorem that underlies our template:
Theorem 3.4.4. Let $C: \mathbb{F} \mapsto \mathbb{G}$ (where $\mathbb{F}$ is some field and $\mathbb{G}$ is some Abelian group) be a function and let $G:\{0,1\}^{\ell} \mapsto \mathbb{F}^{m}$ be a $P R G$. Let $\mathcal{F}=\left\{C \circ G_{k}:[m] \mapsto \mathbb{G}\right\}$ be the family of functions $F_{k}=C \circ G_{k}$ indexed by the hardcoded input $k$ (we view $C$ and $G$ as public functions, and $k$ as the secret description of $C \circ G_{k}$ ). Let (Gen, Eval) be a 2-party function secret sharing for the class of functions $\mathcal{F}$. Consider the following construction:

- PCG.Gen $\left(1^{\lambda}\right)$ : sample $k \stackrel{\&}{\leftarrow}\{0,1\}^{\lambda}$ and output $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \leftarrow \operatorname{Gen}\left(1^{\lambda}, k\right)$
- PCG.Expand $\left(\sigma, \mathrm{k}_{\sigma}\right)$ : for $i=1$ to $m$, compute $y_{i} \leftarrow \operatorname{Eval}\left(\sigma, \mathrm{k}_{\sigma}, i\right)$. Output $\mathcal{R}_{\sigma} \leftarrow$ $\left(y_{1}, \cdots, y_{m}\right)$.

The construction (PCG.Gen, PCG.Expand) is a secure PCG for the two-party additive correlation defined by $C$.

The proof of this theorem is omitted from this manuscript: it is rather elementary but slightly tedious. For the interested reader, it is covered in the book chapter available on my webpage.

### 3.5 Instantiating the Template I: a Step-by-Step FSS Construction

So far, we have established the following: if we have a PRG $G$ and an FSS scheme for the function class $\mathcal{F}=\left\{C \circ G_{k}\right\}$, then we can build a PCG for the additive correlation defined by $C$. This begs the question: for what function classes $\mathcal{F}$ do we have efficient FSS constructions? In particular, what kind of PRGs $G$ and correlations $C$ yield functions $C \circ G_{k}$ for which efficient FSS schemes exist?

Here, I want to stress the keyword "efficient". Under suitable cryptographic assumptions, it has been shown in the work of [BGI15] (which introduced the notion of FSS) that FSS can be
constructed for all polytime-computable functions. However, this construction employs very heavy machinery - in particular, it requires very strong forms of fully homomorphic encryption, which is extremely expensive (and if the reader remembers our discussions from Section 2.4.2, this is exactly the type of primitive that we want to avoid in the GMW paradigm). For a PCG construction to be useful, it must instead build upon a more realistically usable flavor of FSS.

### 3.5.1 Sharing the all-zero function

Our starting point is the standard naive and inefficient approach to FSS: to secretly share a function, it suffices to share its truth table. Then, the question becomes: which functions have truth tables whose random shares can be compressed? A seemingly stupid, but ultimately illuminating example of one such function is the all-zero function (yes, the one which always outputs zero) $Z:[m] \mapsto\{0\}$. The truth table of $Z$ is a length- $m$ vector of zeroes. To randomly share the truth table of $Z$, it suffices to sample a uniformly random key $K \stackrel{\&}{\leftarrow}\{0,1\}^{m}$ and to give $K$ to each of the two parties: $K \oplus K$ is the length- $m$ all-zero vector, which is indeed the truth table of $Z$.

Fortunately, we already know how to compress identical random shares: just use a pseudorandom generator! Let PRG : $\{0,1\}^{\lambda} \mapsto\{0,1\}^{m}$ be a PRG. To deal compressed shares of $Z$ to the parties, sample a random short key $s \stackrel{\oiint}{\leftarrow}\{0,1\}^{\lambda}$, and give $s$ to both participants. To obtain shares of $Z(i)$ for some $i \in[m]$, the participants reconstruct $K \leftarrow \operatorname{PRG}(s)$ and output the $i$-th bit of $K .{ }^{7}$

### 3.5.2 Sharing point functions

Of course, the all-zero function is not a useful function. But let us take a tiny step from there: what if our function still evaluates to zero everywhere, except on a single point? Such a function is called a point function. We will write $f_{\alpha, \beta}:[m] \mapsto\{0,1\}^{*}$ to denote the point function such that $f_{\alpha, \beta}(x)=\beta$ if $x=\alpha$, and $f_{\alpha, \beta}(x)=0$ otherwise. To succinctly share $f_{\alpha, \beta}$ (without revealing $(\alpha, \beta)$ ), the key idea is to carefully balance between the succinct sharing of the all-zero function (because most of the truth table of $f_{\alpha, \beta}$ contains zeroes anyway) and a naive (non-succinct) sharing of the part of the truth table that contains $\beta$.

### 3.5.2.1 A first construction

Write the length- $m$ truth table of $f_{\alpha, \beta}$ as a $\sqrt{m} \times \sqrt{m}$ square. We will share $f_{\alpha, \beta}$ row by row. Let $\left(\alpha_{0}, \alpha_{1}\right)$ denote the coordinate of the nonzero entry in this square (that is, $\left(\alpha_{0}, \alpha_{1}\right)$ is the decomposition of $\alpha$ in basis $\left.\sqrt{m}\right)$. Each row $i$ with $i \neq \alpha_{0}$ can be seen as the $\sqrt{m}$-length truth table of an all-zero function: which we already know how to share: sample a short key $k_{i} \stackrel{\S}{\leftarrow}\{0,1\}^{\lambda}$ for a PRG PRG, and give the key to both participants. This way, ( $\left.\operatorname{PRG}\left(k_{i}\right), \operatorname{PRG}\left(k_{i}\right)\right)$ form two pseudorandom shares of the zero vector.

For the $\alpha_{0}$-th row (which we denote $r_{\alpha_{0}}$ ), instead, we sample two different short keys $\left(k_{\alpha_{0}}, k_{\alpha_{0}}^{\prime}\right)$ and hand one to each participant - notice that from their viewpoint, nothing distinguishes $\alpha_{0}$ from the other rows (for each row, they received a uniformly random short

[^15]key). However, $\left(\operatorname{PRG}\left(k_{\alpha_{0}}\right), \operatorname{PRG}\left(k_{\alpha_{0}}^{\prime}\right)\right)$ form shares of $\operatorname{PRG}\left(k_{\alpha_{0}}\right) \oplus \operatorname{PRG}\left(k_{\alpha_{0}}^{\prime}\right)$, which is not the correct row $r_{\alpha_{0}}$. Hence, it remains to find a way to correct the value of this row obliviously (i.e. without leaking $\alpha_{0}$ ) without touching the other rows.

To do so, we define $\Delta=r_{\alpha_{0}} \oplus \operatorname{PRG}\left(k_{\alpha_{0}}\right) \oplus \operatorname{PRG}\left(k_{\alpha_{0}}^{\prime}\right)$, which is the offset between the correct value $r_{\alpha_{0}}$ and the incorrect value $\operatorname{PRG}\left(k_{\alpha_{0}}\right) \oplus \operatorname{PRG}\left(k_{\alpha_{0}}^{\prime}\right)$, and give it to both participants. Then, the goal is to let the participants obliviously XOR the offset $\Delta$ to their $\alpha_{0}$-th share, without XORing it to their other shares. To do so, we sample $\sqrt{m}$ additional random bits $\left(b_{1}, \cdots, b_{\sqrt{m}}\right)$, which we give to the first participant. To the second participant, we give the same bitstring except that we flip the $\alpha_{0}$-th bit.

Then, to evaluate their share of $f_{\alpha, \beta}(i)$, the first participant computes the $i_{1}$-th bit of $b_{i_{0}} \cdot \Delta \oplus \operatorname{PRG}\left(k_{i_{0}}\right)$ (where $\left(i_{0}, i_{1}\right)$ are the coordinates of $i \in[m]$ in the $\sqrt{m} \times \sqrt{m}$ square). For every $i_{0} \neq \alpha_{0}$, the second participant will output the $i_{1}$-th bit of $b_{i_{0}} \cdot \Delta \oplus \operatorname{PRG}\left(k_{i_{0}}\right)$ as well: their outputs are indeed shares of 0 . When $i_{0}=\alpha_{0}$, the second participant will instead output the $i_{1}$-th bit of $\left(1 \oplus b_{\alpha_{0}}\right) \cdot \Delta \oplus \operatorname{PRG}\left(k_{\alpha_{0}}^{\prime}\right)$. If we XOR the shares of both participants, we get:

$$
\begin{aligned}
& \left(b_{\alpha_{0}} \cdot \Delta \oplus \operatorname{PRG}\left(k_{\alpha_{0}}\right)\right) \oplus\left(\left(1 \oplus b_{\alpha_{0}}\right) \cdot \Delta \oplus \operatorname{PRG}\left(k_{\alpha_{0}}^{\prime}\right)\right) \\
= & \Delta \cdot\left(b_{\alpha_{0}} \oplus b_{\alpha_{0}} \oplus 1\right) \oplus\left(\operatorname { P R G } \left(k_{\alpha_{0}} \oplus \operatorname{PRG}\left(k_{\alpha_{0}}\right)\right.\right. \\
= & \Delta \oplus\left(\operatorname { P R G } \left(k_{\alpha_{0}} \oplus \operatorname{PRG}\left(k_{\alpha_{0}}\right)\right.\right. \\
= & r_{\alpha_{0}} \text { by definition of } \Delta,
\end{aligned}
$$

which is again the right value. To make this a bit more visual, the shares received by each participant are represented in Figure 3.3.


Figure 3.3: A function secret sharing for the point function $f_{\alpha, \beta}$ with keys of length proportional to $\sqrt{m}$, from any PRG PRG.

If we denote by $\lambda$ the length of the short PRG keys (which is typically independent of $m$ ), the FSS scheme which we just constructed has keys of size $\Theta(\lambda \cdot \sqrt{m})$ (one can reduce this to
$\Theta(\sqrt{\lambda m})$ with a better balancing, using a $\sqrt{m / \lambda} \times \sqrt{\lambda m}$-sized rectangle instead of a square). This is already an important improvement compared to the naive solution of sharing the entire truth table, which yields keys of size $\Theta(m)$.

### 3.5.2.2 Improved constructions

We can do even much better: the work of Gilboa and Ishai [GI14] followed by subsequent works by Boyle, Gilboa, and Ishai [BGI15; BGI16b] showed that using clever variants of the above construction together with more careful balancing strategies, one can recursively compress the length of the shared keys. Concretely, and denoting $n=\log m$ the bitsize of an input to a point function $f$ with domain $[m]$ :

- The work of [GI14], which introduced the notion of FSS for point functions, also gave a recursive construction with key size $O\left(n^{\log _{2} 3} \cdot \lambda\right)$.
- This key length was improved to $O(n \lambda)$ bits in [BGI15] via a tree-based construction.
- The current best construction [BGI16b] has key size $\approx n \lambda+|\beta|$. More precisely, the key size is $\lambda+n(\lambda+2)-\lfloor\log \lambda /|\beta|\rfloor$ bits.

Formally,
Definition 3.5.1 (Distributed Point Function). A point function $f_{\alpha, \beta}$, for $\alpha \in[m]$ and $\beta \in \mathbb{G}$, is defined to be the function $f:[m] \rightarrow \mathbb{G}$ such that $f(\alpha)=\beta$ and $f(x)=0$ for $x \neq \alpha$. A Distributed Point Function (DPF) is an FSS for the family of all point functions, with the leakage $\operatorname{Leak}(\hat{f})=(m, \mathbb{G})$.

The theorem below summarizes the state of the art regarding efficient point functions. Remember also that our application to building pseudorandom correlation generators requires running the FSS evaluation algorithm on the entire domain, which can typically be done more efficiently than running the FSS Eval algorithm individually on each entry. We denote by FullEval an algorithm that outputs the result on Eval on the full domain.

Theorem 3.5.2 (PRG-based DPF [BGI16b], Theorems 3.3 and 3.4). Given a PRG PRG: $\{0,1\}^{\lambda} \rightarrow\{0,1\}^{2 \lambda+2}$, there exists a DPF for point functions $f_{\alpha, \beta}:[m] \rightarrow \mathbb{G}$ with key size $\log m \cdot(\lambda+2)+\lambda+\left\lceil\log _{2}|\mathbb{G}|\right\rceil$ bits. For $\ell=\left\lceil\frac{\log |\mathbb{G}|}{\lambda+2}\right\rceil$, the key generation algorithm Gen invokes PRG at most $2(\log m+\ell)$ times, the evaluation algorithm Eval invokes PRG at most $\log m+\ell$ times, and the full evaluation algorithm FullEval invokes PRG at most $m(1+\ell)$ times.

### 3.5.3 Sharing "matrix $\times$ sparse vector"

At this stage, the reader might feel like we have not made much progress: to instantiate the template, we need an FSS scheme for a function class that contains $F_{k}=C \circ G_{k}$, where $C$ describes a correlation (typically a low-degree multivariate polynomial, for example $C(a, b)=(a, b, a \cdot b)$ for Beaver triples) and $G$ is a pseudorandom generator. So far, the only functions we managed to compress are point functions, i.e., functions with a single nonzero entry, which are way too restricted to capture the functions we care about.

The surprising twist is that, quite on the contrary, FSS for point functions suffices to instantiate the template, provided that $C$ is a sufficiently low-degree polynomial, and for a
suitable choice of $G$. The key insight is that because the Eval algorithm of an FSS scheme outputs additive shares, FSS naturally supports composition with linear combinations. This observation will allow us to significantly expand the class of functions, making only a black box use of an FSS scheme for point functions.

Concretely, fix a "sparsity" parameter $t$, whose value will be discussed later (but the reader can think of it as being some fixed security parameter, with $t \approx 50$ being a reasonable choice). Define a $t$-point function to be a function $f_{\vec{\alpha}, \vec{\beta}}$, with $\vec{\alpha} \in[m]^{t}$ has distinct entries, and $\vec{\beta} \in \mathbb{G}^{t}$, such that $f_{\vec{\alpha}, \vec{\beta}}\left(\alpha_{j}\right)=\beta_{j}$ for $j=1$ to $t$, and $f_{\vec{\alpha}, \vec{\beta}}(i)=0$ otherwise (that is, the truth table of $f_{\vec{\alpha}, \vec{\beta}}$ is 0 everywhere, except on $t$ points indicated by $\vec{\alpha}$ ). Because we have FSS for point functions and because the sum of additives shares is also an additive share of the sum, we immediately have:

Corollary 3.5.3 (Multi-Point Function Secret Sharing). Given a PRG PRG: $\{0,1\}^{\lambda} \rightarrow$ $\{0,1\}^{2 \lambda+2}$, there exists an FSS scheme for $t$-point functions $f_{\vec{\alpha}, \vec{\beta}}:[m] \rightarrow \mathbb{G}$ with key size $t \cdot\left(\log m \cdot(\lambda+2)+\lambda+\left\lceil\log _{2}|\mathbb{G}|\right\rceil\right)$ bits. For $\ell=\left\lceil\frac{\log | | \mathbb{G} \mid}{\lambda+2}\right\rceil$, the key generation algorithm Gen invokes PRG at most $2 t(\log m+\ell)$ times, the evaluation algorithm Eval invokes PRG at most $t \cdot(\log m+\ell)$ times, and the full evaluation algorithm FullEval invokes PRG at most $t \cdot m \cdot(1+\ell)$ times.

The construction is immediate: write $f_{\vec{\alpha}, \vec{\beta}}$ as the sum of point functions $\sum_{j=1}^{t} f_{\alpha_{j}, \beta_{j}}$. The key generation algorithm generates $t$ independent key pairs, one for each $f_{\alpha_{j}, \beta_{j}}$, and the evaluation algorithm, on input $i$, runs Eval with each of the $t$ keys to get shares ( $y_{1}, \cdots, y_{t}$ ) of the $f_{\alpha_{j}, \beta_{j}}(i)$. The output share is just the sum over $\mathbb{G}$ of the $y_{j}$ 's.

To put it differently, when two parties $\left(P_{0}, P_{1}\right)$ evaluate an FSS for a $t$-point function on its entire domain $[m]$, they obtain pseudorandom additive shares ( $\vec{e}_{0}, \vec{e}_{1}$ ) of a length- $m$ sparse vector $\vec{e}$, which has exactly $t$ nonzero entries. The FSS keys, which have total length $O(t \cdot \lambda \cdot \log m)$, form a succinct encoding of shares of $\vec{e}$ which does not reveal anything about $\vec{e}$, beyond the fact that it is a $t$-sparse vector. Furthermore, because the shares are additive, when the output group $\mathbb{G}$ is a ring $\mathcal{R}$, the participants can post-process their share of $\vec{e}$ by multiplying it with a public matrix $H$ : their post-processed shares $\left(H \cdot \vec{e}_{0}, H \cdot \vec{e}_{1}\right)$ form additive shares of $H \cdot \vec{e}_{0}+H \cdot \vec{e}_{1}=H \cdot \vec{e}$ by linearity. Summing up, we have:

Corollary 3.5.4 (Matrix $\times$ Sparse Vector Function Secret Sharing). Given a matrix $H \in$ $\mathcal{R}^{\ell \times m}$ and a $t$-sparse vector $\vec{e} \in \mathcal{R}^{m}$, let $F_{H, \vec{e}}:[m] \mapsto \mathcal{R}$ which, on input $i \in[m]$, output the $i$-th entry of $H \cdot \vec{e}$. Let $\mathcal{F}=\left\{F_{H, \vec{e}}\right\}$ denote the class of all such functions. Then assuming the existence of a PRG PRG: $\{0,1\}^{\lambda} \rightarrow\{0,1\}^{2 \lambda+2}$, there exists an FSS scheme for the function class $\mathcal{F}$ with leakage Leak $\left(F_{H, \vec{e}}\right)=(t, \mathcal{R}, H)$, with key size $O(t \cdot \lambda \cdot \log m)$.

As long as $t$ is not too large, this yields a significant compression compared to sharing the $m$-sized truth table of $F_{H, \vec{e}}$ directly. Before we finally move on to the choice of the PRG $G$ that will fit in the class for which we have efficient FSS, let us make one final step.

Observation 3.5.5. We can further expand the function class to the class of functions $F_{H, \vec{e}}^{\prime}$ which, on input $i \in[m]$, outputs the $i$-th entry of $P(H \cdot \vec{e})$, where $P$ is a multi-output lowdegree multivariate polynomial over $\mathcal{R}$ (that is, each output of $P$ is a low-degree multivariate polynomial over $\mathcal{R})$, by observing that computing $P(H \cdot \vec{e})$ reduces to computing a linear function on $\vec{e}^{\otimes \operatorname{deg} P}$, which denotes $\vec{e}$ tensored with itself $\operatorname{deg} P$ times, and that $\vec{e}^{\otimes \operatorname{deg} P}$ is a $t^{\operatorname{deg} P_{-}}$-sparse vector. In particular, this captures the class of functions $Q \circ F_{M \cdot \vec{v}}$ which, on input
$i \in[m]$, outputs $Q\left(F_{M \cdot \vec{v}}(i)\right)$ (where $Q$ is a multi-ouput low-degree multivariate polynomial). The FSS scheme for this extended function class $\mathcal{F}^{\prime}$ has key size $O\left(t^{\operatorname{deg} Q} \cdot \lambda \cdot \log m\right)$.

For simplicity, let us focus on the case where $P$ is a degree- 2 polynomial (the general case follows similarly). Given a vector $\vec{u}$, a degree- 2 polynomial in $\vec{u}$ can be written as a linear function $L$ of the tensor product $\vec{u} \cdot \vec{u}^{\top}$ of $\vec{u}$ with itself. ${ }^{8}$ Hence, we can rewrite $P(H \cdot \vec{e})$ as $L\left(H \cdot\left(\vec{e} \cdot \vec{e}^{\top}\right) \cdot H^{\top}\right)$, for a suitable linear function $L$. Because the map $X \rightarrow H \cdot X \cdot H^{\top}$ is itself linear, this computation boils down to evaluating a suitable linear function $L_{\vec{H}}$ of the matrix $E=\vec{e} \cdot \vec{e}^{\top}$.

Now, observe that since $\vec{e}$ is a $t$-sparse vector, $E$ is a $t^{2}$-sparse matrix: the two parties can obtain shares of $E$ using a sum of $t^{2}$ point functions with domain $\left[\mathrm{m}^{2}\right]$, and locally evaluate the linear function $L_{\vec{H}}$ on their shares afterward, obtaining shares of $P(H \cdot \vec{e})$. This yields an FSS scheme for the class of functions $F_{H, \vec{e}}^{\prime}$ with key size $O\left(t^{2} \cdot \lambda \cdot \log m\right)$. Generalizing this approach to degree- $d$ multivariate polynomials yields a scheme with key size $O\left(t^{d} \cdot \lambda \cdot \log m\right)$, which remains much smaller than $m$ for small values of $d$.

### 3.5.4 Concluding words

It took us a bit of time, but I hope that I made it clear to the reader that arriving at FSS for functions like $Q \circ F_{H, \vec{e}}$ only takes elementary steps - we did not use any heavy cryptographic machinery or advanced mathematical reasoning. Now, getting back to our original goal: what we want FSS for is the function $F_{k}=C \circ G_{k}$, where $G_{k}(i)$ output the $i$-th entry of the PRG evaluation $G(k)$, and $C$ is our correlation. For most applications, $C$ will be a low-degree polynomial - for example, a degree-two polynomial in the case of Beaver triples. This is perfect: we can set the low-degree polynomial $Q$ in our construction above to be exactly the correlation $C$ we care about. The function $F_{H, \vec{e}}$ outputs the $i$-th entry of $H \cdot \vec{e}$ : if only the map $\vec{e} \rightarrow H \cdot \vec{e}$ could turn out to be a PRG, we would be done! Because the description of $\vec{e}$ can be encoded using $O(t \cdot \log m)$ bits (remember, it's a $t$-sparse vector) and $H \cdot \vec{e}$ is a length- $\ell$ vector, for a large enough $\ell$, this mapping is indeed expanding. But is it pseudorandom? This will be the focus of the next section.

### 3.6 Instantiating the Template II: Coding Theory to the Rescue

Before we continue, we're going to need a bit of background on coding theory. I will keep it relatively short - there are countless resources out there providing an extensive treatment of the subject - but understanding notions such as parity-check matrices and the minimum distance of a code is a must to understand the design principles behind PCG constructions.

### 3.6.1 Preliminaries on coding theory

A code, or error-correcting code, is (according to Wikipedia) "a technique used for controlling errors in data transmission over unreliable or noisy communication channels". Concretely, it is a method that associates a codeword to every possible message, such that even if some of the codeword entries are corrupted by some noise during the transmission, retrieving the

[^16]original message remains possible. A linear code is a code such that the mapping between messages and codewords is a linear map. Linear codes capture many (if not most) of the codes used in the wild. Formally:

Definition 3.6.1 (Linear Codes). Let $\mathbb{F}$ be a field, and $(k, n)$ be integers with $k<n$. A linear code $\mathcal{C}$ with dimension $k$ and codeword length $n$ over $\mathbb{F}$ is a linear subspace of $\mathbb{F}^{n}$ :

$$
\mathcal{C}:=\left\{\vec{c}=G \cdot \vec{x} \mid \vec{x} \in \mathbb{F}^{k}\right\},
$$

where $G \in \mathbb{F}^{n \times k}$ is called the generator matrix of $\mathcal{C}$. We say that $\mathcal{C}$ is an $[n, k, d]_{q}$-code if $|\mathbb{F}|=q$ and $d=\min _{\vec{x} \in \mathbb{F}^{k} \backslash\{0\}^{k}} \mathrm{HW}(G \cdot \vec{x})$, where HW denotes the Hamming weight (number of nonzero entries). The value $d$ is called the minimum distance of $\mathcal{C}$. Equivalently, $d$ is the smallest Hamming distance between any pair of codewords.

We say that the generator matrix $G$ is in systematic form if

$$
G=\left[\begin{array}{c}
I_{k} \\
G^{\prime}
\end{array}\right],
$$

where $I_{k}$ is the $k \times k$ identity matrix. The systematic form of a generator matrix $G$ can be obtained by performing elementary row operations (assuming the columns of $G$ are linearly independent).
Parity-check matrix. Let $m \leftarrow n-k$. A parity-check matrix of a code $\mathcal{C}$ is a maximal rank matrix such that $H \cdot G=0$. Formally:

Definition 3.6.2 (parity-check matrix). We say that a matrix $H$ is a parity-check matrix of a code $\mathcal{C}$ if $\mathcal{C}=\operatorname{ker}(H)=\{\vec{c} \mid H \cdot \vec{c}=0\}$. It is not too hard to see that $H \in \mathbb{F}^{m \times n}$. The code generated by $H^{\top}$ is called the dual code of $\mathcal{C}$ and is denoted $\mathcal{C}^{\perp}$.

One can verify that the minimum distance $d$ of a code $\mathcal{C}$ also corresponds to the smallest number of linearly dependent columns in a parity-check matrix of $\mathcal{C}$.

### 3.6.2 The hardness of syndrome decoding

The historical purpose of a code is to enable error correction: given a corrupted codeword $\vec{c}+\vec{e}$, where $\vec{e}$ is some noise added by the transmission channel, it should be possible to retrieve the original message $\vec{x}$ provided that the amount of noise is not too large. Concretely, let us assume that the channel corrupts $t$ entries in $\vec{c}$, where an entry $c_{i}$ of $\vec{c}$ is said to be corrupted when it is replaced by $x_{i}+e_{i}$, where $e_{i}$ is a uniformly random element of $\mathbb{F}^{*}$. This corresponds to adding a $t$-sparse vector to $\vec{c}$. Because the Hamming distance between any two codewords is at least $d$, it is easy to see that whenever $t<d / 2$, it is possible to uniquely decode a corrupted codeword $\vec{c}^{\prime}=\vec{c}+\vec{e}$, by returning the message $\vec{x}$ corresponding to the element of $\mathcal{C}$ which is the closest to $\vec{c}^{\prime}$. This is called "minimum distance decoding", and is equivalent to the maximum likelihood decoding (i.e. returning the most likely message given a codeword) whenever the channel corrupts strictly less than $d / 2$ entries with high probability.

The above, however, only says that decoding is possible in principle whenever the amount of noise is not too large, but it says nothing about whether it is possible to efficiently decode a corrupted codeword: in general, finding the element of $\mathcal{C}$ closest to $\vec{c}^{\prime}$ with a
brute-force search could take up to $|\mathbb{F}|^{t} \cdot\binom{n}{t}$ time! Of course, brute force is far from the best strategy: starting with the seminal work of Prange in the sixties [Pra62], coding theorists have developed much better algorithms for decoding corrupted codewords over general linear codes. At a high level, these methods perform minimum distance decoding by computing $\vec{y}=H \cdot \vec{c}^{\prime}$ of a corrupted codeword $\vec{c}^{\prime}=\vec{c}+\vec{e}$, where $H$ is a parity-check matrix of $\mathcal{C}$. Notice that

$$
H \cdot \vec{c}^{\prime}=H \cdot(\vec{c}+\vec{e})=H \cdot \vec{e}
$$

hence searching for a low-weight solution to the equation $H \cdot \vec{e}=\vec{y}$ enables retrieving the noise $\vec{e}$, and therefore the original codeword $\vec{c}$. The vector $\vec{y}$ is called a syndrome of $\vec{c}^{\prime}$, and this approach to decoding is referred to as syndrome decoding.

However, as of today, all known syndrome decoding algorithms run in time exponential in $t$. There are even many concrete families of linear codes for which given a random code from the family, we do not know of any better way to decode corrupted codewords than using these generic exponential-time decoding methods. Coding theorists have long adapted to this bad news by designing concrete families of linear codes (with various useful features) that do admit efficient decoding algorithms. But the hardness of solving the general case, or that of finding an efficient decoding algorithm for many concrete families of linear codes, has stood for decades. And when something looks very hard to solve, we cryptographers like to formulate it as an assumption:

Definition 3.6.3 (Syndrome Decoding Assumption). Let $\mathbb{F}$ be a finite field, and $(t, k, n)=$ $(t(\lambda), k(\lambda), n(\lambda))$ be polynomials in the security parameter $\lambda$ with $k, t<n$. Let $m \leftarrow n-k$. Let $\mathcal{S}_{t}\left(\mathbb{F}^{n}\right)$ denote the set of all $t$-sparse vectors over $\mathbb{F}^{n}$. The syndrome decoding assumption over $\mathbb{F}$ with dimension $k$, codeword length $n$, and noise $t$, denoted $(t, k, n)-\mathrm{SD}(\mathbb{F})$, states that for every polynomial-time algorithm $\mathscr{A}$, it holds that

In the above, $H$ is sampled uniformly at random. This induces the same distribution as picking a uniformly random generator matrix $G \stackrel{\&}{\leftarrow} \mathbb{F}^{n \times k}$ for a linear code, and setting $H$ to be a random parity-check matrix of $G$. In other words, the assumption above states that syndrome decoding with parameters $(t, k, n)$ is hard to solve for a random linear code.

Coding theorists and cryptographers have a good understanding of which parameters $(t, k, n)$ yield a hard syndrome decoding problem. I will not provide a detailed overview of this aspect to avoid straying too much from our path: the extensive literature on the subject spans multiple research fields, including coding theory (through the information set decoding algorithms [Pra62; Ste88; FS09; BLP11; MMT11; BJMM12; MO15; EKM17; BM18], and more recently statistical decoding algorithms [Al 01; FKI06; Ove06; DT17; CDMT22]), constraint satisfaction problems [Fei02; Ale03; AIK06], learning theory (through the BKW algorithm and its variants [BKW00; Lyu05]) and cryptography/cryptanalysis [BFKL94; Wag02; Kir11] (this list gives only a short sample of pointers to the literature). For our target application to pseudorandom correlation generators, we will be more specifically interested in the following parameter setting: $n=\operatorname{poly}(\lambda), k=c \cdot n$ for a constant $c$ (typically $c \in[1 / 8,1 / 2]$ ), and $t=\Theta(\lambda)$. In this regime of parameters, the best-known attacks run in time $2^{\Omega(\lambda)}$. We formulate this parameter setting as a concrete version of the syndrome decoding assumption below:

Definition 3.6.4 (Syndrome Decoding Assumption, concrete version). Let $\mathbb{F}$ be a finite field, $0<c<1$ be a constant, $n=\operatorname{poly}(\lambda), k=c \cdot n$, and $t=\Theta(\lambda)$. Let $m \leftarrow n-k$. The $(t, k, n)-\mathrm{SD}(\mathbb{F})$ problem is $(T, \varepsilon)$-hard if for every algorithm $\mathscr{A}$ running in time $T$, it holds that

Furthermore, the conjecture is believed to hold for $\varepsilon=\operatorname{poly}(T) \cdot 2^{-\Omega(\lambda)}$.

### 3.6.3 Pseudorandomness from syndrome decoding

The (conjectured) hardness of syndrome decoding for random linear codes asserts that given ( $H, H \cdot \vec{e}$ ), it is hard to recover the noise vector $\vec{e}$. For our application to PCGs, however, we want the mapping from (a short description of) $\vec{e}$ to $H \cdot \vec{e}$ to be a pseudorandom generator: that is, $H \cdot \vec{e}$ should be indistinguishable from random, even given $\vec{e}$. Fortunately, it turns out that this stronger assumption is implied by the syndrome decoding assumption (up to some loss in the parameters), a result that is commonly referred to as a search-to-decision reduction. Before we state it, let us formulate the decision version of the syndrome decoding problem (here, specialized to our parameter setting):

Definition 3.6.5 (Decisional Syndrome Decoding Assumption). Let $\mathbb{F}$ be a finite field, $0<c<1$ be a constant, $n=\operatorname{poly}(\lambda), k=c \cdot n$, and $t=\Theta(\lambda)$. Let $m \leftarrow n-k$. The $(t, k, n)-\mathrm{dSD}(\mathbb{F})$ problem is $(T, \varepsilon)$-hard if for every algorithm $\mathscr{A}$ running in time $T$, it holds that

$$
\left|\operatorname{Pr}\left[H \stackrel{\&}{\leftarrow} \mathbb{F}^{m \times n}, \vec{e} \stackrel{\&}{\leftarrow} \mathcal{S}_{t}\left(\mathbb{F}^{n}\right): \mathscr{A}(H, H \cdot \vec{e})\right]-\operatorname{Pr}\left[H \stackrel{\&}{\leftarrow} \mathbb{F}^{m \times n}, \vec{x} \stackrel{\&}{\leftarrow} \mathbb{F}^{m}: \mathscr{A}(H, \vec{x})\right]\right| \leq \varepsilon .
$$

Early search-to-decision reductions [BFKL94; KSS10] had an important loss in the parameters which would not be suitable for our applications. Fortunately, Applebaum, Ishai, and Kushilevitz [AIK09] gave a "sample preserving" search-to-decision reduction:

Lemma 3.6.6 ([AIK09]). Assume that the $(t, k, n)-\mathrm{dSD}(\mathbb{F})$ problem is not $(\operatorname{poly}(\lambda), \varepsilon)$-hard. Then the $(t, k, n)-\mathrm{SD}(\mathbb{F})$ problem is not (poly $\left.(\lambda), \varepsilon^{2} / 8\right)$-hard.

The above lemma shows that, up to a polynomial loss in the runtime (and a quadratic loss in the advantage), the hardness of search and decisional versions of the syndrome decoding problem are equivalent. We note that in practice no faster algorithm is known to solve the decision version of the syndrome decoding problem compared to solving its search version. ${ }^{9}$

Corollary 3.6.7 (a PRG from syndrome decoding). Let $0<c<1$ be a constant and $n=\operatorname{poly}(\lambda)$. Assume that the $(\lambda, c \cdot n, n)-\mathrm{SD}(\mathbb{F})$ problem is hard. Let $H \stackrel{\&}{\leftarrow} \mathbb{F}^{m \times n}$. Then the map $G_{H}:\{0,1\}^{\lambda \cdot\left(\log n+\log \left|\mathbb{F}^{*}\right|\right)} \mapsto \mathbb{F}^{n-k}$ which, on input the description of a $\lambda$-sparse vector $\vec{e}$ over $\mathbb{F}^{n}$ (given as a list of $\lambda$ pairs $(i, x) \in[n] \times \mathbb{F}^{*}$ ), outputs $H \cdot \vec{e}$, is a pseudorandom generator.

We note that technically, the above only works with high probability over the choice of $H$, and hides the use of a small probability lemma called the splitting lemma (which states, roughly, that if sampling $(H, H \cdot \vec{e})$ yields a hard instance of SD with high probability, then

[^17]when sampling $H$ once and fixing it, it holds with high probability that $H$ is good, in the sense that sampling $\vec{e}$ yields a hard instance $(H, H \cdot \vec{e})$ of SD with high probability over the choice of $\vec{e}$ ). We omit further details on these minor technicalities from now on.

Remark 3.6.8. In this manuscript, we will cover several constructions which achieved improved efficiency guarantees by relying on variants of the syndrome decoding assumption, where the matrix $H$ is not sampled from the uniform distribution over $\mathbb{F}^{m \times n}$. It should be noted that in general, known results on search-to-decision reductions do not carry over to other distributions for $H$, though some reductions have been established for some other choices of distributions. When using variants of the syndrome decoding assumption, we will therefore typically have to make the stronger decisional assumption.

### 3.6.4 Wrapping-up: a PCG for low-degree correlations from syndrome decoding

And just like that, we're done! Combining this PRG from syndrome decoding with our FSS construction for the family of functions $F_{H, \vec{e}}^{\prime}$ whose truth-table is $P(H \cdot \vec{e})$, where $P$ is some multi-output low-degree multivariate polynomial, yields a PCG for any low-degree additive correlation.

Theorem 3.6.9. Let $0<c<1$ be a constant, $t=\Theta(\lambda)$, and $n=\operatorname{poly}(\lambda)$. Assume that the $(\lambda, c \cdot n, n)-\mathrm{SD}(\mathbb{F})$ problem is hard, and a PRG PRG : $\{0,1\}^{\lambda} \mapsto\{0,1\}^{2 \lambda+2}$. Then for any degree-d additive correlation described by a function $C$ over $\mathbb{F}$, there exists a pseudorandom correlation generator for $C$ with the following characteristics:

- PCG.Gen $\left(1^{\lambda}\right)$ outputs keys $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right)$ of length $O\left(\lambda \cdot t^{d} \cdot \log n\right)$;
- PCG.Expand $\left(\sigma, \mathrm{k}_{\sigma}\right)$ requires $O\left(t^{d} \cdot n\right)$ invocations of PRG and $O\left(n^{2}\right)$ arithmetic operations over $\mathbb{F}$, and outputs vectors of length $m=(1-c) \cdot n$.

Again, technically we only get a variant of a pseudorandom correlation generator with setup, where the setup algorithm samples the matrix $H$ and passes it as a common reference string to all other algorithms (and security holds over the sampling of $H$ as well).
A concrete example. Before we move on, let us look at a concrete example to get a better intuition: suppose the two parties want to generate $m / 2$ Beaver triples - that is, additive shares of pseudorandom triples $(a, b, a \cdot b)$ over some field $\mathbb{F}$. Assume that the common parameters include the description of a matrix $H \in \mathbb{F}^{m \times n}$ (which has been sampled at random in some setup phase). The algorithm PCG.Gen proceeds as follows:

- It samples a uniformly random $t$-sparse vector $\vec{e}(t=\Theta(\lambda)$ is a parameter, think $t \approx 50$ in case this is helpful). Let $\left(e_{1}, \cdots, e_{t}\right) \in \mathbb{F}^{t}$ are the nonzero entries of $\vec{e}$ and $\left(i_{1}, \cdots, i_{t}\right) \in[n]^{t}$ be their respective positions.
- It computes $\vec{e} \cdot \vec{e}^{\top}$ and writes it as a sum of $t^{2}$ unit $n \times n$ matrices over $\mathbb{F}$, where each matrix has a single nonzero entry $e_{i} \cdot e_{j}$ at position $\left(i_{i}, i_{j}\right)$.
- It samples a pair of DPF keys for each point function $f_{\left(i_{i}, i_{j}\right), e_{i}} \cdot e_{j}$ over [ $n^{2}$ ]. It also samples a pair of DPF keys for each point function $f_{i_{i}, e_{i}}$ over [n]. It outputs all the DPF keys.

Now, given these $t^{2}+t$ pairs of DPF keys, the parties can expand them as follows:

- Evaluate each DPF on its entire domain and sum all the results over $\mathbb{F}$. Note that this yields additive shares of the matrix $E=\vec{e} \cdot \vec{e}^{\top}$, together with shares of $\vec{e}$. Let $E_{0}, E_{1}$ denote the shares of $E$ of the parties $P_{0}, P_{1}$ respectively, and $\vec{e}_{0}, \vec{e}_{1}$ denote their shares of $\vec{e}$.
- Each party $P_{\sigma}$ computes $V_{\sigma} \leftarrow H \cdot E_{\sigma} \cdot H^{\top}$ and $\vec{v}_{\sigma} \leftarrow H \cdot \vec{e}_{\sigma}$. Note that $V_{0}+V_{1}=$ $H \cdot\left(\vec{e} \cdot \vec{e}^{\top}\right) \cdot H^{\top}=(H \cdot \vec{e}) \cdot(H \cdot \vec{e})^{\top}$ and that $\vec{v}_{0}+\vec{v}_{1}=H \cdot \vec{e}$.
- Let us write $\vec{v}=H \cdot \vec{e}$ as a concatenation $\vec{a} \| \vec{b}$ of two pseudorandom vectors $(\vec{a}, \vec{b}) \in \mathbb{F}^{m / 2} \times \mathbb{F}^{m / 2}$ (note that their pseudorandomness follows from the syndrome decoding assumption). For $i=1 \mathrm{tp} m / 2$, the parties output shares of $\left(a_{i}, b_{i}\right)$ together with shares of $a_{i} \cdot b_{i}$ (which can be "read" from their shares of $\left.(\vec{a} \| \vec{b}) \cdot(\vec{a} \| \vec{b})^{\top}\right)$.

Together, these $m / 2$ shares of $\left(a_{i}, b_{i}, a_{i} \cdot b_{i}\right)$ form $m / 2$ pseudorandom Beaver triples. For concrete parameters, the reader can imagine that $m / 2$ is about $2^{30}$ and $n=2 m=2^{32}$. Using $\lambda=128$ and $t=50$, the keys output by PCG.Gen have length $\approx 2 t^{2} \cdot \lambda \cdot \log n$ (ignoring low order terms), which amounts to 2.5 Megabytes of keys to generate 128 Megabytes worth of triples (here, I used $\mathbb{F}=\mathbb{F}_{2}$ ). The construction could have been slightly optimized further by generating $\vec{a}=H \cdot \vec{e}_{a}$ and $\vec{b}=H \cdot \vec{e}_{b}$ as two independent pseudorandom vectors (together with their tensor product) instead of viewing them as portions of a single pseudorandom vector $H \cdot \vec{e}$ (I kept the less efficient variant to remain closer to the general construction).

### 3.7 The Quest for the Right Code

The above numbers might sound attractive: we can generate 128 MB worth of Beaver triples from keys of length 2.5 MB . Indeed, using efficient protocols to generate these keys (which I have not described so far, but they exist), one gets silent two-party computation over $\mathbb{F}_{2}$ using a communication much below one bit per Beaver triples for the preprocessing phase - about three orders of magnitudes better than previous IKNP-style approaches to preprocessing, that required a few hundred bits of communication per Beaver triple.

But do not get fooled, wise reader: however appealing it might seem, the constructions I have described so far are horribly inefficient. The devil lies not in their communication cost (which is great), but in their computation cost. It helps here to think in terms of concrete numbers: to generate $2^{30}$ Beaver triples, the parties had to first compute shares of $E$, a matrix with $2^{32} \times 2^{32}=2^{64}$ entries. We are talking here about two million Terabytes of storage. Even worse, computing $V$ from $E$ requires about $\left(2^{32}\right)^{2.7} \approx 2^{86}$ operations, assuming you use Strassen's algorithm to implement the matrix multiplications (and ignoring the constants in Strassen) since asymptotically faster matrix multiplication algorithms have impractical constants. I cannot emphasize how inefficient performing $2^{86}$ operations is, except perhaps by saying that until quite recently, a cryptosystem that requires $2^{86}$ operations to be broken could have been deemed secure enough for most use cases.

The two related issues I just mentioned - these millions of Terabytes of storage and this horrendous computational cost - are quite distinct. The first issue, the $\Omega\left(n^{2}\right)$ storage cost, is independent of the matrix distribution $H$ : it appears even before the parity-check matrix $H$ is involved. Looking ahead, overcoming this issue has been done historically on a per-correlation basis: for several specific correlations of interests, it turns out that clever workarounds can be
designed to reduce this $\Omega\left(n^{2}\right)$ cost to $O(n \cdot \log n)$, or even $O(n) .{ }^{10}$ Sections 3.8 and 3.9 will be devoted to these clever workarounds. Even after solving this issue, however, the matrix multiplication cost remains: at the very least, the cost of generating shares of $C(G(r))$ has to scale with the cost of computing $G$, which itself involves multiplication by the $\Omega\left(n^{2}\right)$-sized matrix $H$. Overcoming this severe limitation of our template will be the focus of this section.

Let's jump straight ahead on the solution since there are no two ways about it: we have to pick a different matrix $H$. Concretely, the only thing we need from $H$ is that $H \cdot \vec{e}$, where $\vec{e}$ is a sparse vector, cannot be distinguished from a random vector. Efficiency-wise, what we want from $H$ is that the $\operatorname{map} \vec{x} \rightarrow H \cdot \vec{x}$ can be computed fast - ideally much faster than the $\Omega\left(n^{2}\right)$ time required when $H$ is a random matrix. When I discussed the syndrome decoding problem, I already hinted at the fact that its apparent hardness extends way beyond random linear codes: there are many concrete families of codes for which no fast syndrome decoding algorithms are known. And for some of them, the map $\vec{x} \rightarrow H \cdot \vec{x}$ can be computed much faster. Choosing the right map amounts to finding the code that strikes the best possible balance between the security of the associated syndrome decoding assumption, and the efficiency of the map $\vec{x} \rightarrow H \cdot \vec{x}$.

### 3.7.1 The linear test framework

Finding the right code is about finding the best balance between efficiency and security. But how do we know which codes are secure? The traditional answer is that the codes most likely to yield secure variants of syndrome decoding are those that have been studied the most by the community, and for which there is a general agreement of experts that the assumption is solid. However, the reasons that originally motivated the study of some codes whether in coding theory or cryptography - were removed from the efficiency considerations we are interested in. This is especially true in the PCG setting, where the codeword length $n$ is close to the target length of the correlated randomness we want to generate, which will often be way beyond $2^{20}$. From the viewpoint of coding theory, or that of more traditional code-based cryptography, this is an extremely exotic parameter setting, and the design and analysis of standard codes have never been motivated by (or optimized for) this parameter setting. This creates an uncomfortable situation, where we have to choose between using well-studied codes, whose design has not been optimized for use with PCGs and which might be suboptimally efficient for this task, or using seemingly much better codes, but whose underlying assumption lacks extensive study from the research community.

In this section, I cover a folklore approach that provides a rule of thumb to decide whether a new candidate code yields a plausible variant of the syndrome decoding assumption. The ideas underlying this rule of thumb are far from new - they have their roots in the seminal work of Naor and Naor [NN90], and these ideas have been used on multiple occasions to provide arguments in favor of syndrome-decoding-style assumptions, including for example the work of [Zic17; ADI +17$]$. Earlier, it was also employed to study the pseudorandomness of other constructions, such as that of random local functions (see [MST03] and follow-ups).

In short, we know that avoiding short linear dependencies in the output is a necessary condition for the pseudorandomness of variants of syndrome decoding. Assuming that it is

[^18]a sufficient condition for pseudorandomness appears to be a viable heuristic (though one that is known to fail in some settings, see Section 3.7.1.3). Formalizing the connection, as we will do afterwards, allows to quantify precisely the security one can hope to reach using this heuristic. Explicitly stating this framework has proven very fruitful in the past few years, and has been used to design and refine new linear codes tailored to PCG applications in several works [BCG+20a; CRR21a; BCG+22; CD23; BCCD23; RRT23].

### 3.7.1.1 Basic observation

Known attacks against the syndrome decoding assumption and its variants include attacks based on Gaussian elimination and the BKW algorithm [BKW00; Lyu05; LF06; EKM17] and variants based on covering codes [ZJW16; BV16; BTV16; GJL20], information set decoding attacks [Pra62; Ste88; FS09; BLP11; MMT11; BJMM12; MO15; EKM17; BM18], statistical decoding attacks [Al 01; FKI06; Ove06; DT17], generalized birthday attacks [Wag02; Kir11], linearization attacks [BM97; Saa07], or on finding correlations with low-degree polynomials [ABG $+14 ; \operatorname{BR} 17]$. While trying each known attack against each candidate new variant would be excessively cumbersome, the key observation is that all the above attacks (and more generally, essentially all known attacks against syndrome decoding and its variants) fit in a common framework, which I will call the linear test framework. Concretely, an attack against syndrome decoding in the linear test framework proceeds in two stages:

1. First, a matrix $H$ is sampled, and fed to the (unbounded) adversary $\mathcal{A}$. The adversary returns a (nonzero) test vector $\vec{v}=\mathcal{A}(H)$.
2. Second, a noise vector $\vec{e}$ is sampled. The advantage of the adversary $\mathcal{A}$ in the linear test game is the bias of the induced distribution $\vec{v} \cdot H \cdot \vec{e}^{\top}$.

To formalize this notion, we recall the definition of the bias of a distribution:
Definition 3.7.1 (Bias of a Distribution). Given a distribution $\mathcal{D}$ over $\mathbb{F}^{n}$ and a vector $\vec{u} \in \mathbb{F}^{n}$, the bias of $\mathcal{D}$ with respect to $\vec{u}$, denoted bias $_{\vec{u}}(\mathcal{D})$, is equal to

$$
\operatorname{bias}_{\vec{u}}(\mathcal{D})=\left|\operatorname{Pr}_{\vec{x} \sim \mathcal{D}}\left[\vec{u} \cdot \vec{x}^{\top}=0\right]-\underset{\vec{x} \sim \mathcal{U}_{n}}{\operatorname{Pr}}\left[\vec{u} \cdot \vec{x}^{\top}=0\right]\right|=\left|\operatorname{Pr}_{\vec{x} \sim \mathcal{D}}\left[\vec{u} \cdot \vec{x}^{\top}=0\right]-\frac{1}{|\mathbb{F}|}\right|,
$$

where $\mathcal{U}_{n}$ denotes the uniform distribution over $\mathbb{F}^{n}$. The bias of $\mathcal{D}$, denoted bias $(\mathcal{D})$, is the maximum bias of $\mathcal{D}$ with respect to any nonzero vector $\vec{u}$.

We say that an instance of the syndrome decoding problem is secure against linear test if, with very high probability over the sampling of $H$ in step 1 , for any possible adversarial choice of $\vec{v}=\mathcal{A}(H)$, the bias of $\vec{v} \cdot H \cdot \vec{e}^{\top}$ induced by the random sampling of $\vec{e}$ is negligible. Intuitively, the linear test framework captures any attack where the adversary is restricted to computing a linear function of the syndrome $\vec{b}^{\top}=H \cdot \vec{e}^{\top}$, but the choice of the linear function itself can depend arbitrarily on the code. Hence, the adversary is restricted in one dimension (it has to be linear in $\vec{b}^{\mathrm{T}}$ ), but can run in unbounded time given $H$.

Resistance against linear test is a property of both the code distribution (this is the "with high probability over the choice of $H$ " part of the statement) and of the noise distribution (this is the "the bias of the distribution induced by the sampling of $\vec{e}$ is low" part of the statement). It turns out that to be secure against all attacks that fit in the linear test framework, it suffices to satisfy the following two simple conditions:

1. (good code) the code generated by $H^{\top}$ has a high minimum distance, and
2. (well-spread noise) for any large enough subset $S$ of coordinates, with high probability over the choice of $\vec{e} \leftarrow \mathcal{D}$, at least one of the coordinates in $S$ of $\vec{e}$ will be nonzero.

The above characterization works for any noise distribution whose nonzero entries are uniformly random over $\mathbb{F}^{*}$, which is the case for all standard choices of noise distributions. In particular, taking a random sparse vector $\vec{e}$ (as we discussed so far) suffices to satisfy the second condition. The first criterion is therefore the one we should focus on: to resist linear attacks, we need a code with a parity-check matrix $H$ such that $H^{\top}$ generates a code with a large minimum distance. In other words, the code should be chosen such that its dual code has a high minimum distance.

To see why these conditions are sufficient, recall that the adversarial advantage is the bias of $\vec{v} \cdot H \cdot \vec{e}^{\top}$. By condition (2), if the subset $S$ of nonzero entries of $\vec{v} \cdot H$ is sufficiently large, then $\vec{e}$ will "hit" one of these entries with large probabilities, and the output will be uniformly random. But the condition that $S$ is sufficiently large translates precisely to the condition that $\vec{v} \cdot H$ has large Hamming weight for any possible (nonzero) vector $\vec{v}$, which is equivalent to saying that $H$ generates a code with a large minimum distance. We recall the formalization below.

### 3.7.1.2 Formal framework

Formally, we will from now on be interested in variants of the syndrome decoding assumption typically by changing the matrix $H$, but later on we will also consider changing the distribution of the noise $\vec{e}$. We, therefore, formulate a generalized variant of the (decisional) syndrome decoding assumption, tailored to a given choice of the matrix distribution (denoted $\mathcal{M}$ ) and the noise distribution (denoted $\mathcal{N}$ ):

Definition 3.7.2 (Generalized Decisional Syndrome Decoding Assumption). Let $\mathbb{F}$ be a finite field, $0<c<1$ be a constant, $n=\operatorname{poly}(\lambda), k=c \cdot n, m \leftarrow n-k$, and $t=\Theta(\lambda)$. Let $\mathcal{M}=\mathcal{M}_{n, m}(\mathbb{F})$ be a distribution over $\mathbb{F}^{m \times n}$. Let $\mathcal{N}=\mathcal{N}_{n, t}(\mathbb{F})$ denote a distribution over $\mathbb{F}^{n}$ with $\mathbb{E}_{\vec{e} \sim \mathcal{N}}[\mathrm{HW}(\vec{e})]=t$. The $(\mathcal{M}, \mathcal{N})-\mathrm{dGSD}(\mathbb{F})$ problem is $(T, \varepsilon)$-hard if for every algorithm $\mathscr{A}$ running in time $T$, it holds that

Our goal is now to characterize which choices of $\mathcal{M}, \mathcal{N}$ yield plausible flavors of the generalized syndrome decoding assumption. To this end, we formally define below security in the linear test framework.

Definition 3.7.3 (Security against Linear Test). Let $\mathbb{F}$ be an arbitrary finite field, and let $\mathcal{N}=\mathcal{N}_{n, t}(\mathbb{F})$ denote a noise distributions over $\mathbb{F}^{n}$. Let $\mathcal{M}=\mathcal{M}_{n, m}(\mathbb{F})$ be a distribution over $\mathbb{F}^{m \times n}$. Let $\varepsilon, \delta: \mathbb{N} \mapsto[0,1]$ be two functions. We say that the $(\mathcal{M}, \mathcal{N})-\mathrm{dGSD}(\mathbb{F})$ assumption with dimension $k$ and codeword length $n$ is $(\varepsilon, \delta)$-secure against linear tests if for any (possibly inefficient) adversary $\mathcal{A}$ which, on input a matrix $H \in \mathbb{F}^{m \times n}$, outputs a nonzero $\vec{v} \in \mathbb{F}^{n}$, it holds that

$$
\operatorname{Pr}\left[H \stackrel{\$}{\leftarrow} \mathcal{M}, \vec{v} \stackrel{\$}{\leftarrow} \mathcal{A}(A): \operatorname{bias}_{\vec{v}}\left(\mathcal{D}_{H}\right) \geq \varepsilon(\lambda)\right] \leq \delta(\lambda)
$$

where $\mathcal{D}_{H}$ denotes the distribution induced by sampling $\vec{e} \leftarrow \mathcal{N}$, and outputting the syndrome $H \cdot \vec{e}$.

Then, we have the following straightforward lemma:
Lemma 3.7.4. Let $\mathbb{F}$ be an arbitrary finite field, and let $\mathcal{N}=\mathcal{N}_{n, t}(\mathbb{F})$ denote a noise distributions over $\mathbb{F}^{n}$. Let $\mathcal{M}=\mathcal{M}_{n, m}(\mathbb{F})$ be a distribution over $\mathbb{F}^{m \times n}$. Then for any integer $d \in \mathbb{N}$, the $(\mathcal{M}, \mathcal{N})-\mathrm{dGSD}(\mathbb{F})$ problem is $\left(\varepsilon_{d}, \eta_{d}\right)$-secure against linear tests, where

$$
\varepsilon_{d}=\max _{H W(\vec{u})>d} \operatorname{bias}_{\vec{u}}(\mathcal{N}), \quad \text { and } \quad \eta_{d}=\operatorname{Pr}_{H \leftarrow \mathcal{M}}^{\otimes}[\mathrm{d}(H) \geq d]
$$

where $\mathrm{d}(H)$ denotes the minimum distance of the code generated by the columns of $H$.
The proof is straightforward: fix any integer $d$. Then with probability at least $\delta_{d}, \mathrm{~d}(H) \geq d$. Consider any (possibly unbounded) adversary $\mathcal{A}$ outputting $\vec{v} \neq \overrightarrow{0}$. If $\mathrm{d}(H) \geq d$, denoting $\vec{u}=H \cdot \vec{v}$, it holds that $\operatorname{HW}(\vec{u})>d$, in which case the advantage of the adversary is bounded by $\max _{\vec{v} \neq \overrightarrow{0}} \operatorname{bias}_{\Rightarrow v}\left(\mathcal{D}_{H}\right) \geq \varepsilon_{d}=\max _{H W(\vec{u})>d}$ bias $_{\vec{u}}(\mathcal{N})$. We leave it as an interesting exercise for the reader to apply the above lemma to evaluate the security of syndrome decoding against linear tests for random linear codes, with random $t$-sparse noise.

### 3.7.1.3 When security against linear attacks does not suffice

There are two important cases where security against linear test does not yield security against all attacks.

1. When the code is strongly algebraic. For example, Reed-Solomon codes, which have a strong algebraic structure, have high dual minimum distance but can be decoded efficiently with the Welch-Berlekamp algorithm, hence they do not lead to a secure syndrome decoding instance (and indeed, Welch-Berlekamp does not fit in the linear test framework).
2. When the noise is structured (e.g. for regular noise) and the code length is at least quadratic in the dimension. This opens the door to algebraic attacks such as the Arora-Ge attack [AG11]. However, when $n=O(k)$ (which is the case we consider), the Arora-Ge attack does not apply.

The above are, as of today, the only known cases where security against linear attacks is known to be insufficient. Algebraic decoding techniques have a long history and are only known for very restricted families of codes, and the Arora-Ge type of attack typically never applies in the $n=O(k)$ regime which we usually consider for PCGs. Therefore, a reasonable rule of thumb is that a variant of syndrome decoding yields a plausible assumption if (1) it probably resists linear attacks, and (2) finding an algebraic decoding algorithm is a longstanding open problem.

### 3.7.2 The chronology

Finding out which code is the best fit has been a long journey. Initially, in [BCGI18], we suggested relying on LDPC codes: the variant of the syndrome decoding assumption where $H$ is set to be the parity-check matrix of a random LDPC code (i.e. a code with a random sparse generator matrix) dates back to the work of Alekhnovich in 2003 [Ale03] and has withstood the test of time so far. Furthermore, there is extensive literature on the fast encoding of the dual of LDPC codes (which, by a principle known as the transposition principle, implies
a fast $\vec{x} \rightarrow H \cdot \vec{x}$ mapping). In later works [BCG+19a], we switched back to quasi-cyclic codes, for which optimized implementations based on the fast Fourier transform had been designed, and which were generating a lot of interest as a basis for efficient variants of the syndrome decoding assumption in the context of submissions to the NIST post-quantum competitions (e.g. in $[\mathrm{ABB}+20])$.

In [CRR21a], we advocated a more aggressive choice, building a new concrete linear code highly optimized for correlated randomness generation and where the minimum distance was heuristically estimated using extensive computer simulations, but we stressed that the lack of a provable analysis of the minimum distance required a lot of caution - and indeed, the minimum distance of these codes was later shown to scale poorly to large dimensions (which the computer simulations could not reach) in [RRT23]. In [BCG+22], we introduced Expand-Accumulate code, a new type of LDPC code with a very efficient "online-offline" mapping (concretely, computing $\vec{x} \rightarrow H \cdot \vec{x}$ boils down to one very fast "offline" accumulation step on $\vec{x}$, followed by an "on-the-fly" sparse mapping) and strong provable guarantees on their minimum distance. In a recent work [RRT23], building upon [BCG+22], the authors introduced Expand-Convolute codes, a generalization of Expand-Accumulate codes which retain their fast mapping properties, but achieve even better parameters for the minimum distance.

The latest proposals exhibit impressive efficiency performances, where computing $\vec{x} \rightarrow H \cdot \vec{x}$ is done in time $O(n)$, with small constants, yet their minimum distance guarantees are essentially as good as that of random linear codes. But are they the best possible? This remains an intriguing and well-motivated question, as any progress in the area yields faster protocols for silent secure computation. As of today, there remain several strong candidates to be investigated, with very appealing efficiency properties, and the potential to exhibit good minimum distance properties. The quest continues!

### 3.8 PCGs for Oblivious Transfers

So far, our focus has been on (1) providing a general framework for pseudorandom correlation generators (with an instantiation for low-degree additive correlations, under the syndrome decoding assumption) and (2) explaining the selection process of the right flavor of the syndrome decoding assumption to make the mapping $\vec{x} \rightarrow H \cdot \vec{x}$. If the reader managed to remember everything we said so far ${ }^{11}$, they might remember that making this mapping efficient was only half of the problem: the other, more fundamental problem is that generating a degree-2 correlation in the coordinates of $\vec{v}=H \cdot \vec{e}$ (which is required in all correlations discussed so far in this writeup, such as random OTs, OLEs, and Beaver triples) requires computing the tensor product $\vec{v} \cdot \vec{v}^{\top}$, which takes time (and space) quadratic in the target amount of correlated randomness.

Fortunately, for all correlations listed so far, it turned out that this cost can be circumvented via dedicated constructions. This was first observed in $[B C G+19 b]$ for the OT correlation, then a year later in $[B C G+20 \mathrm{~b}]$ for the OLE and Beaver triple correlations over a large field $\mathbb{F}$. Eventually, we recently filled the remaining gap, with a construction for OLEs and Beaver triples over all fields $\mathbb{F}$ with $|\mathbb{F}|>2$ in a recent work $[B C C D 23]$. In this section, I will focus on the case of the oblivious transfer correlation. The construction described below evolved throughout three papers [BCGI18; BCG+19b; BCG+19a].

[^19]
### 3.8.1 A PCG for subfield vector-OLE

We start by describing a PCG for a specific correlation, called the subfield vector-OLE correlation. The OLE correlation distributes many pairs $\left(a_{i}, b_{i}\right)$ together with additive shares of $a_{i} \cdot b_{i}$ over $\mathbb{F}$ to the parties. The vector-OLE (or VOLE) correlation is a variant of the OLE correlation that restricts one of the values, say, the $b_{i}$ 's, to be a single global value $x$. That is, instead of receiving $(\vec{a}, \vec{b})$ and shares of $\vec{a} \odot \vec{b}$ (where $\odot$ denotes the component-wise or Schur, product), the parties receive $\vec{a}, x$ respectively (where $x$ is a single $\mathbb{F}$-element) together with shares of $x \cdot \vec{a}$. The subfield vector-OLE (or sVOLE) is another variant of the vector-OLE correlation, where $\vec{a}$ is sampled from a subfield $\mathbb{F}^{\prime}$ of $\mathbb{F}$.

An equivalent way to formulate the subfield vector-OLE correlation is as follows: fix $\mathbb{F}=\mathbb{F}_{q}$ and a subfield $\mathbb{F}_{p}$ of $\mathbb{F}$ (with $q=p^{r}$ ). The correlation samples $\left(\vec{u}, \vec{v}_{0}\right) \stackrel{\&}{\leftarrow} \mathbb{F}_{p}^{n} \times \mathbb{F}^{n}$ and $x \stackrel{\&}{\leftarrow} \mathbb{F}$. It outputs $\left(\vec{u}, \vec{v}_{0}\right)$ to one party $P_{0}$, usually called the sender, and $\left(x, \vec{v}_{1}=\vec{u} \cdot x+\vec{v}_{0}\right)$ to the second party $P_{1}$, usually called the receiver.

From Section 3.5.3, we know that (assuming a length-doubling PRG) there exists an FSS scheme for the function class $\mathcal{F}=\left\{F_{H, \vec{e}}\right\}$ with leakage Leak $\left(F_{H, \vec{e}}\right)=(t, \mathbb{F}, H)$, with key size $O(t \cdot \lambda \cdot \log n)$, where $F_{H, \vec{e}}:[m] \mapsto \mathbb{F}$ is a function which, given a matrix $H \in \mathbb{F}^{m \times n}$ and a $t$-sparse vector $\vec{e} \in \mathbb{F}^{n}$ and on input $i \in[m]$, output the $i$-th entry of $H \cdot \vec{e}$. The core observation underlying the design of an efficient PCG for this correlation is that the multiplication by an arbitrary field element $x$ is for free in this construction: simply use FSS for the function $F_{H, x \cdot \vec{e}}$. Everything works out because $x \cdot \vec{e}$ is still a $t$-sparse vector, and because $H \cdot(x \cdot \vec{e})=x \cdot H \cdot \vec{e}$. The construction also works identically when $H, \vec{e}$ are sampled over the subfield $\mathbb{F}_{p}$ while $x$ is sampled from the field $\mathbb{F}$. The full construction is given in Figure 3.4.

Plugging the construction of DPF from Section 3.5.2.2 in the construction of Figure 3.4, we get:

Theorem 3.8.1. Fix a security parameter $\lambda$, a field $\mathbb{F}=\mathbb{F}_{q}$, and a subfield $\mathbb{F}_{p}$ of $\mathbb{F}$ (with $q=p^{r}$ ). Let $m$ be the target length of the subfield vector-OLE correlation, and $n=m+k$. Let $t$ be a noise parameter. Let $\mathcal{M}=\mathcal{M}_{n, m}\left(\mathbb{F}_{p}\right)$ be a distribution over $\mathbb{F}_{p}^{m \times n}$. Let $\mathcal{N}=\mathcal{N}_{n, t}\left(\mathbb{F}_{p}\right)$ denote the distribution of random weight-t vectors over $\mathbb{F}_{p}^{n}$ Assume the hardness of the $(\mathcal{M}, \mathcal{N})-\mathrm{dGSD}\left(\mathbb{F}_{p}\right)$ problem, and that there exists a pseudorandom generator PRG: $\{0,1\}^{\lambda} \mapsto$ $\{0,1\}^{2 \lambda+2}$. Then there exists a $P C G$ for the subfield vector-OLE correlation over $\left(\mathbb{F}_{p}, \mathbb{F}\right)$ with key size $O(\lambda \cdot t \cdot \log n)$ and where the Expand algorithm boils down to $2 \cdot t \cdot m$ calls to PRG and one computation of the mapping $\vec{v} \rightarrow H \cdot \vec{v}$.

Correctness follows from the fact that $\vec{v}_{0}-\vec{v}_{1}=H \cdot \sum_{j=1}^{t}\left(\vec{y}_{0}^{j}+\vec{y}_{1}^{j}\right)=H \cdot(x \cdot \vec{e})=$ $x \cdot H \cdot \vec{e}=x \cdot \vec{u}$ by linearity and correctness of the DPF schemes (the $(-1)^{\sigma}$ term in the construction is just used to get subtractive secret sharing, in line with how we define subfield VOLE). Security follows from the security of the DPF scheme (here again, we omit a formal security analysis - the interested reader can check [BCGI18]).

### 3.8.2 From Subfield VOLE to OT

We now explain how to turn a PCG for the subfield VOLE correlation into a PCG for the random OT correlation. At the heart of this transformation is a technique from [IKNP03] which relies on the observation that a VOLE correlation can be seen, by reversing the roles of the sender and the receiver, as an OT correlation with correlated OTs. Then, the correlation

Parameters. Fix a security parameter $\lambda$, a field $\mathbb{F}=\mathbb{F}_{q}$, and a subfield $\mathbb{F}_{p}$ of $\mathbb{F}$ (with $q=p^{r}$ ). Let $m$ be the target length of the subfield vector-OLE correlation, and $n=m+k$ (in concrete instances, it typically suffices to have $k=m=n / 2$ ). Let $t$ be a noise parameter (typically $t=\Theta(\lambda))$. Let $\mathcal{M}=\mathcal{M}_{n, m}\left(\mathbb{F}_{p}\right)$ be a distribution over $\mathbb{F}_{p}^{m \times n}$ (choices of the matrix distribution are discussed in Section 3.7). Fix a matrix $H \stackrel{\$}{\leftarrow} \mathcal{M}$. Let $\mathcal{N}=\mathcal{N}_{n, t}\left(\mathbb{F}_{p}\right)$ denote the distribution of random weight- $t$ vectors over $\mathbb{F}_{p}^{n}$ (we will discuss alternative distributions later).

Gen. Sample $x \stackrel{\&}{\leftarrow} \mathbb{F}_{q}, \vec{e} \stackrel{\&}{\leftarrow} \mathcal{N}$ and let $\left(i_{1}, \cdots, i_{t}\right),\left(e_{1}, \cdots, e_{t}\right)$ denote the positions of the nonzero entries of $\vec{e}$ and their values respectively. For $j=1$ to $t$, sample $\left(\mathrm{k}_{0}^{j}, \mathrm{k}_{1}^{j}\right) \leftarrow$ DPF.Gen $\left(1^{\lambda}, f_{i_{j}, x \cdot e_{j}}\right)$ (where $f_{i_{j}, x \cdot e_{j}}:[n] \mapsto \mathbb{F}_{q}$ denotes the point function which evaluates to $x \cdot e_{j}$ on $\left.i_{j}\right)$. Output $\mathrm{k}_{0}=\left(i_{j}, e_{j}, \mathrm{k}_{0}^{j}\right)_{j \leq t}$ and $\mathrm{k}_{1}=\left(x,\left(\mathrm{k}_{1}^{j}\right)_{j \leq t}\right)$.

Expand. Let $\sigma$ be the party index. For $j=1$ to $t$, compute $\vec{y}_{\sigma}^{j} \leftarrow \operatorname{DPF}$.FullEval $\left(\sigma, \mathbf{k}_{\sigma}^{j}\right)$ and set $\vec{y}_{\sigma} \leftarrow \sum_{j=1}^{t} \vec{y}_{\sigma}^{j}$.

- If $\sigma=0$, set $v_{0} \leftarrow H \cdot y_{0}$, reconstruct $\vec{e}$ from $\left(i_{1}, \cdots, i_{t}\right),\left(e_{1}, \cdots, e_{t}\right)$ and output $\left(\vec{u}=H \cdot \vec{e}, \vec{v}_{0}\right)$.
- If $\sigma=1$, set $v_{1} \leftarrow-H \cdot y_{1}$, and output $\left(x, \vec{v}_{1}\right)$.

Figure 3.4: Construction of a PCG for the subfield vector-OLE correlation under the generalized syndrome decoding assumption
among the OT instances can be broken using a hash function satisfying a suitable security notion, called correlation-robustness.

### 3.8.2.1 Reversing the roles of the parties

Fix $p=2$ and $r=\lambda$, so that $\mathbb{F}=\mathbb{F}_{2^{\lambda}}$ is an extension field of $\mathbb{F}_{2}$. When instantiating the construction of Figure 3.4 with these fields, the sender receives $\left(\vec{u}, \vec{v}_{0}\right) \in \mathbb{F}_{2}^{m} \times \mathbb{F}_{2}^{m}$ and the receiver receives $\left(x, \vec{v}_{1}=\vec{u} \cdot x+\vec{v}_{0}\right) \in \mathbb{F}_{2}^{m} \times \mathbb{F}_{2}^{m}$. Since $\vec{u} \in \mathbb{F}_{2}^{m}$, we can alternatively view this construction the other way around: reversing the roles of the receiver and the sender, observe that for any $i \leq m$, it holds that $v_{0, i}=v_{1, i}$ if $u_{i}=0$, and $v_{0, i}=v_{1, i}+x$ otherwise. Hence, we can view this construction as distributing $m$ correlated oblivious transfers between a sender with correlated pairs of inputs $\left(v_{1, i}, v_{1, i}-x\right)$, where the $v_{1, i}$ are pseudorandom, and a receiver with pseudorandom selection bits $u_{i}$.

### 3.8.2.2 Breaking correlations with a correlation-robust hash

Let $\mathrm{H}: \mathbb{F}_{2^{\lambda}} \mapsto\{0,1\}^{\lambda}$ be a hash function. In the last step of the transformation, the sender computes $r^{i} \leftarrow \mathrm{H}\left(v_{0, i}\right)$ and the receiver computes $\left(s_{0}^{i}, s_{1}^{i}\right) \leftarrow\left(\mathrm{H}\left(v_{1, i}\right), \mathrm{H}\left(v_{1, i}+x\right)\right)$ for $i=1$ to $m$. The tuples $\left(u_{i}, r^{i}\right)$ and $\left(s_{0}^{i}, s_{1}^{i}\right)$ satisfy the OT correlation, and by the security of the subfield VOLE, the $u_{i}$ 's are pseudorandom. To finish the proof, it remains to argue that even knowing the values $v_{0, i}$ for $i=1$ to $m$, the values $\mathrm{H}\left(v_{0, i}+x\right)$ should all look simultaneously
random to the receiver, where $x$ is a truly random element of $\mathbb{F}_{2^{\lambda}}$. This is precisely what the notion of correlation-robust hashing captures:

Definition 3.8.2 (Correlation-Robust Hash [IKNP03]). A hash function $\mathrm{H}: \mathbb{F}_{2^{\lambda}} \mapsto\{0,1\}^{\lambda}$ is $m$-correlation-robust if for every sequence $\left(v^{1}, \cdots, v^{m}\right)$ of distinct elements of $\mathbb{F}_{2^{\lambda}}$, the following distributions are indistinguishable:

$$
\mathcal{D}_{0}=\left\{\mathrm{H}\left(v^{1}+x\right), \cdots, \mathrm{H}\left(v^{m}+x\right) \mid x \stackrel{\$}{\leftarrow} \mathbb{F}_{2^{\lambda}}\right\}, \quad \text { and } \quad \mathcal{D}_{1}=\mathcal{U}_{\lambda}^{n}
$$

where $\mathcal{U}_{\lambda}$ denotes the uniform distribution over $\{0,1\}^{\lambda}$.
In our application to OT from sVOLE, the requirement that the $v^{i}$ 's are all distinct holds with overwhelming probability $\approx m \cdot 2^{-\lambda}$. Plugging the construction of Figure 3.4 into this transformation, we get:

Theorem 3.8.3. Fix a security parameter $\lambda$. Let $m$ be the target number of pseudorandom OTs, and $n=m+k$. Let $t$ be a noise parameter. Let $\mathcal{M}=\mathcal{M}_{n, m}\left(\mathbb{F}_{2}\right)$ be a distribution over $\mathbb{F}_{2}^{m \times n}$. Let $\mathcal{N}=\mathcal{N}_{n, t}\left(\mathbb{F}_{2}\right)$ denote the distribution of random weight-t vectors over $\mathbb{F}_{2}^{n}$ Assuming the hardness of the $(\mathcal{M}, \mathcal{N})-\mathrm{dGSD}\left(\mathbb{F}_{2}\right)$ problem and using the following tools:

- a pseudorandom generator PRG : $\{0,1\}^{\lambda} \mapsto\{0,1\}^{2 \lambda+2}$,
- an m-correlation-robust hash function $\mathrm{H}: \mathbb{F}_{2^{\lambda}} \mapsto\{0,1\}^{\lambda}$,
there exists a PCG for the OT correlation (with $\lambda$-bit sender messages) with key size $O(\lambda \cdot t$. $\log n)$ and where the Expand algorithm is dominated by $2 \cdot t \cdot n$ calls to PRG, one computation of the mapping $\vec{v} \rightarrow H \cdot \vec{v}$ (where $H \in \mathbb{F}_{2}^{m \times n}$ denotes the parity-check matrix sampled from $\mathcal{M}$ ), and $m$ calls to H for the receiver (resp. $2 m$ for the sender).

We note that unlike our generic construction of PCG for low-degree additive correlations, the construction captured by Theorem 3.8 .3 is really efficient: if an appropriate parity-check matrix $H$ is chosen (such that there is a linear-time algorithm computing the mapping $\vec{v} \rightarrow H \cdot \vec{v})$, the computation boils down to $O(m)$ arithmetic operations, $2 n$ calls to a PRG, and $\approx 1.5 \mathrm{~m}$ calls to a correlation-robust hash function. Over modern hardware, a standard practice is to instantiate both the PRG and the hash function using the AES block cipher (with a fixed key), to benefit from the Intel AES-NI set of hardware instructions for AES. These are insanely fast: about 20 CPU cycles to encrypt 128 bits [MSY21]. With such hardware support, the construction enables the generation of hundreds of thousands of OTs per second on one core of a standard machine, and the key size for $2^{30}$ OTs is below 40 kB . While these are impressive numbers, we can do even better! In the next two sections, we cover two standard ways to improve the construction of PCG for OTs, which have been described respectively in [BCGI18] and [BCG+19a].

### 3.8.3 Improvement I: using a regular noise distribution

Here, we consider a variant of the construction where the noise distribution is changed, from random $t$-sparse vectors to random regular vectors. For simplicity, assume that $t$ divides $n$. We let $\mathcal{N}=\mathcal{N}_{n, t}\left(\mathbb{F}_{2}\right)$ denote the following distribution: $\mathcal{N}$ samples $t$ uniformly random unit (i.e. weight-1) vectors over $\mathbb{F}_{2}^{n / t}$, and outputs their concatenation. Compared to random $t$-sparse vectors, this corresponds to dividing the noise vector $\vec{e}$ into $t$ equal-length blocks and adding a single random noisy coordinate to each block.

### 3.8.3.1 Security considerations

The first and most important aspect to deal with is whether this change hurts security. Changing the noise distribution to regular noise amounts to changing the syndrome decoding assumption; the variant of syndrome decoding with regular noise is called regular syndrome decoding. I will not cover extensively the impact of using this noise distribution in the cryptanalysis of syndrome decoding. But let me just mention a few important points:

- Regular syndrome decoding is not a new assumption: it is a well-established variant of syndrome decoding whose introduction dates back to 2003, where it was introduced in [AFS03] as the assumption underlying the FSB candidate to the NIST hash function competition. It was subsequently analyzed in [FGS07; MDCY11; BLPS11; HOSS18], among others (of course, it was also used and analyzed in many works on silent secure computation, but they are posterior to the first use of regular noise for PCGs).
- Regularity is a two-edged sword for cryptanalysis: it reduces the search space (which improves syndrome decoding algorithms), but puts constraints on the shape of the solution (which makes it more difficult to satisfy). ${ }^{12}$ As of today, for the range of parameters of interest in PCG applications, there are no known syndrome decoding algorithms that perform better against regular syndrome decoding compared to "traditional" syndrome decoding. ${ }^{13}$
- Eventually, it is easy to check that the regular noise distribution satisfies the criteria outlined in Lemma 3.7.4: for every large enough subset $S$ of coordinates, with very high probability over the choice of $\vec{e} \stackrel{\&}{\leftarrow} \mathcal{N}$, at least one of the coordinates in $S$ of $\vec{e}$ will be nonzero. A quick calculation shows that this probability is asymptotically identical for regular noise and the more standard $t$-sparse noise: from the viewpoint of linear tests, the regular noise distribution offers the same security as the random $t$-sparse noise.


### 3.8.3.2 Efficiency considerations

Let us now switch to why we want to use regular noise instead of random $t$-sparse noise. Remember that to succinctly share the noise vector $\vec{e}$, we wrote $\vec{e}$ as a sum of $t$ unit vectors of length $m$ and interpreted each of these unit vectors as the truth table of a point function with domain [n], which we can share with a DPF of size $O(\lambda \cdot \log m)$. Switching to regular noise makes things much easier: now, $\vec{e}$ is directly a concatenation of $t$ unit vectors of length $m / t$ each, and each of the blocks of $\vec{e}$ can therefore be shared with a DPF of size $O(\lambda \cdot \log (m / t))$.

This already yields a slight improvement in the key length (from $O(t \cdot \lambda \cdot \log m$ ) to $O(t \cdot \lambda \cdot \log (m / t)))$, but the most important effect is on computation. When representing $\vec{e}$ as a sum of $t$ unit vector, the PCG.Expand algorithm had to run FullEval $t$ times in parallel on an $m$-sized domain, requiring about $2 t n$ calls to the PRG. Instead, when $\vec{e}$ is a concatenation

[^20]of $t$ unit vectors, the PCG.Expand algorithm runs FullEval $t$ times in parallel on an $n / t$-sized domain, which requires $2 t(n / t)=2 n$ calls to the PRG: a $t$-fold reduction of the number of calls to our PRG! When using a flavor of syndrome decoding where the mapping $\vec{v} \rightarrow H \cdot \vec{v}$ is very efficient (as modern constructions do), calling the PRG $2 t n$ times is by far the dominant cost of the computation, and using a regular noise yields one to two orders of magnitude of improvement.

### 3.8.4 Improvement II: using a puncturable pseudorandom function

Upon closer inspection, using FSS to compress shares of $x \cdot \vec{e}$ in our PCG construction for sVOLE is an overkill. Indeed, FSS guarantees that $x \cdot \vec{e}$ remains hidden to both parties, but the construction reveals $x$ to the receiver and $\vec{e}$ to the sender anyway. It would suffice to rely on a variant of DPF for point functions $f_{\alpha, \beta}$ where the position $\alpha$ is revealed to one party (the sender, since it corresponds to a position of a nonzero entry in $\vec{e}$ ) and the value $\beta$ is revealed to the other party (the receiver, since it corresponds to $x$ ). It turns out that this functionality can be achieved using a primitive known as a puncturable pseudorandom function.

### 3.8.4.1 Definition of PPRFs

Pseudorandom functions (PRF), introduced in [GGM86], are keyed functions that are indistinguishable from truly random functions. More formally,
Definition 3.8.4. A pseudorandom function (PRF) with key space $\{0,1\}^{\lambda}$, domain $[n]$, and range $\mathbb{F}_{2^{\lambda}}$ is a keyed family of functions $\left\{F_{K}\right\}_{K \in\{0,1\}^{\lambda}}$ such that for every polynomial-time adversary $\mathcal{A}$, it holds that

$$
\left|\operatorname{Pr}_{F \underset{\leftarrow}{\&} \mathcal{F}}^{\operatorname{Pr}}\left[\mathcal{A}^{F}\left(1^{\lambda}\right)=1\right]-\operatorname{Pr}_{K \stackrel{\$}{\leftarrow}\{0,1\}^{\lambda}}\left[\mathcal{A}^{F_{K}}\left(1^{\lambda}\right)=1\right]\right| \leq \operatorname{negl}(\lambda),
$$

where $\mathcal{F}$ denotes the space of all functions from $[n]$ to $\mathbb{F}_{2^{\lambda}}$, and $\mathcal{A}^{F}$ indicates that $\mathcal{A}$ is given oracle access to $F$. If the above holds for adversaries $\mathcal{A}$ restricted to querying only uniformly random inputs $x \stackrel{\$}{\leftarrow}[n]$ to the oracle, we say that $F_{K}$ is a weak pseudorandom function (WPRF).

A puncturable pseudorandom function (PPRF) is a PRF $F$ such that given an input $x$, and a PRF key $k$, one can generate a punctured key, denoted $k\{x\}$, which allows evaluating $F$ at every point except for $x$ and does not reveal any information about the value $F$.Eval $(k, x)$. PPRFs have been introduced in [KPTZ13; BW13; BGI14]. Below, we directly define PPRFs for the range of parameters of interest in our construction of PCG for OTs.

Definition 3.8.5 ( $t$-Puncturable Pseudorandom Function). A puncturable pseudorandom function (PPRF) with key space $\{0,1\}^{\lambda}$, domain $[n]$, and range $\mathbb{F}_{2^{\lambda}}$, is a pseudorandom function $F$ with three probabilistic polynomial-time algorithms (F.KeyGen, F.Puncture, F.Eval) such that

- F.KeyGen $\left(1^{\lambda}\right)$ outputs a random key $K \in\{0,1\}^{\lambda}$,
- F.Puncture $(K,\{S\})$, on input a ley $K \in\{0,1\}^{\lambda}$, and a subset $S \subset[n]$ of size $t$, outputs a punctured key $K\{S\}$,


## Experiment Exp-PPRF

Setup Phase. The adversary $\mathcal{A}$ sends a size- $t$ subset $S^{*} \in[n]$ to the challenger. When it receives $S^{*}$, the challenger picks $K \stackrel{\$}{\leftarrow} F$.KeyGen $\left(1^{\lambda}\right)$ and a random bit $b \stackrel{\$}{\leftarrow}\{0,1\}$.

Challenge Phase. The challenger sends $K\left\{S^{*}\right\} \leftarrow F$.Puncture $\left(K, S^{*}\right)$ to $\mathcal{A}$. If $b=0$, the challenger additionally sends $(F(K, x))_{x \in S^{*}}$ to $\mathcal{A}$; otherwise, if $b=1$, the challenger picks $t$ random values $\left(y_{x} \stackrel{\mathbb{S}}{\leftarrow} \mathbb{F}_{2^{\lambda}}\right.$ for every $\left.x \in S^{*}\right)$ and sends them to $\mathcal{A}$.

Figure 3.5: Selective security game for puncturable pseudorandom functions. At the end of the experiment, $\mathcal{A}$ sends a guess $b^{\prime}$ and wins if $b^{\prime}=b$.

- F.Eval $(K\{S\}, x)$, on input a key $K\{S\}$ punctured at all points in $S$, and a point $x$, outputs $F(K, x)$ if $x \notin S$, and $\perp$ otherwise,
such that no probabilistic polynomial-time adversary wins the experiment Exp-PPRF represented in Figure 3.5 with a non-negligible advantage over the random guess.


### 3.8.4.2 Puncturable PRFs from length-doubling PRGs

Here, we recall how a PPRF can be constructed from any length-doubling pseudorandom generator $G$, using the GGM tree-based construction [GGM86; KPTZ13; BW13; BGI14]. For simplicity, assume that $n$ is a power of two; se write $n=2^{d}$. The construction proceeds as follows: On input a key $K \in\{0,1\}^{\lambda}$ and a point $x \in[n]$ (viewed as a bitstring $x_{1} \cdots x_{d} \in$ $\left.\{0,1\}^{d}\right)$, set $K^{(0)} \leftarrow K$ and perform the following iterative evaluation procedure: for $i=1$ to $\ell \leftarrow d$, compute $\left(K_{0}^{(i)}, K_{1}^{(i)}\right) \leftarrow G\left(K^{(i-1)}\right)$, and set $K^{(i)} \leftarrow K_{x_{i}}^{(i)}$. Output $K^{(\ell)}$. This procedure creates a complete binary tree with edges labeled by keys and $2^{d}$ leaves. The output of the PRF on an input $x$ is the key labeling the leaf at the end of the path defined by $x$ from the root of the tree.

- F.KeyGen $\left(1^{\lambda}\right)$ : output a random seed for $G$.
- F.Puncture $(K, z)$ : on input a key $K \in\{0,1\}^{\lambda}$ and a point $x=x_{1} \cdots x_{d}$, for $i=1$ to $\ell \leftarrow d$, compute $\left(K_{0}^{(i)}, K_{1}^{(i)}\right) \leftarrow G\left(K^{(i-1)}\right)$, and set $K^{(i)} \leftarrow K_{x_{i}}^{(i)}$. Return $K\{x\}=$ $\left(K_{1-x_{1}}^{(1)}, \ldots, K_{1-x_{\ell}}^{(\ell)}\right.$.
- $F . E v a l\left(K\{x\}, x^{\prime}\right)$, on input a punctured key $K\{x\}$ and a point $x$, if $x=x^{\prime}$, output $\perp$. Otherwise, parse $K\{x\}$ as $\left(K_{1-x_{1}}^{(1)}, \ldots, K_{1-x_{\ell}}^{(\ell)}\right)$ and start the iterative evaluation procedure from the first $K_{1-x_{i}}^{(i)}$ such that $x_{i}^{\prime}=1-x_{i}$.

To obtain a $t$-puncturable PRF with input domain $[n]$, one can simply run $t$ instances of the above PPRF and set the output of the PRF to be the bitwise xor of the output of each instance; when the $t$ punctured points are in distinct $n / t$-sized blocks (as in our construction based on regular syndrome decoding), it suffices instead to use a separate PPRF on domain $[n / t]$ for each block. With this construction, the length of a key punctured at $t$ points is $t \lambda \log n$ (resp. $t \lambda \log (n / t)$ ), where $\lambda$ is the seed size of the PRG.

### 3.8.4.3 Sharing the noise vector using a PPRF

Let $F=(F$. KeyGen, $F$.Puncture, $F$.Eval) be a PPRF with domain $[n / t]$. When evaluating $t$ instances of this PPRF on its full domain (with keys $K_{1}, \cdots, K_{t}$ ), the receiver gets a $t$-fold concatenation of length $n / t$ pseudorandom vectors. Furthermore, denoting $i_{1}, \cdots, i_{t} \in[n / t]$ the nonzero entries of $\vec{e}$, we can reveal the entire pseudorandom vector except for the $t$ positions indexed by the $i_{j}$ 's to the sender. For the remaining $t$ positions, we simply give to the sender the values $F\left(K_{j}, i_{j}\right)+x$ for $j=1$ to $t$, and the sender places each value at position $i_{j}$ in the $j$-th block of the pseudorandom vector.

The two vectors obtained this way form pseudorandom shares of a length- $m$ vector over $\mathbb{F}_{2^{\lambda}}$ which is equal to 0 everywhere, except the entry $i_{j}$ of each block $j$, where it is equal to $x$. This is the same as saying that the vector form shares of $x \cdot \vec{e}$. Hence, we achieved the same result as with FSS for point functions but using a much simpler construction, leveraging the fact that the sender knows the positions $i_{j}$ of the nonzero entries of $\vec{e}$. Beyond the simplicity of the construction, it has two main advantages:

- A smaller receiver key. In this construction, the key of the receiver is compressed to $t \cdot \lambda$ bits (to store the PPRF keys $\left(K_{1}, \cdots, K_{t}\right)$ ), which can be further compressed to just $\lambda$ bits by generating them from a short seed using a pseudorandom generator. This reduces the size of the entire receiver key to be as small as 128 bits (the sender key is also slightly reduced, but of size comparable to its size in the FSS-based construction).
- A better key distribution protocol. This touches on an aspect that we have not discussed so far, and won't have the space to discuss much, but briefly: when using PCGs to do secure computation in the silent preprocessing model, the parties need to distributively and securely generate the keys of the PCG using an interactive protocol (see Figure 3.2.2). It turns out that the PPRF-based construction of PCG for OT has a much better key distribution protocol, which uses only two rounds of interaction and $t \cdot \log (n / t)$ OT instances. The low number of rounds is a major advantage over high latency networks, but also has the independent advantage of enabling various useful forms of non-interactive secure computation, an area which I won't discuss any further here - but the interested reader should check [BCG+19a] to read more about it!


### 3.8.5 Concrete efficiency

Using all the improvements discussed above, we get:
Theorem 3.8.6. Fix a security parameter $\lambda$. Let $m$ be the target number of pseudorandom OTs, and $n=m+k$. Let $t$ be a noise parameter. Let $\mathcal{M}=\mathcal{M}_{n, m}\left(\mathbb{F}_{2}\right)$ be a distribution over $\mathbb{F}_{2}^{m \times n}$. Let $\mathcal{N}=\mathcal{N}_{n, t}\left(\mathbb{F}_{2}\right)$ denote the distribution of random $t$-regular vectors over $\mathbb{F}_{2}^{n}$. Then, assuming the hardness of the $(\mathcal{M}, \mathcal{N})-\operatorname{dGSD}\left(\mathbb{F}_{2}\right)$ problem and the following tools:

- a pseudorandom generator PRG : $\{0,1\}^{\lambda} \mapsto\{0,1\}^{2 \lambda+2}$,
- an m-correlation-robust hash function $\mathbf{H}: \mathbb{F}_{2^{\lambda}} \mapsto\{0,1\}^{\lambda}$,
there exists a PCG for the OT correlation (with $\lambda$-bit sender messages) with sender key size $\lambda \cdot t \cdot \log (n / t)$, receiver key size $\lambda$, and where the cost of the Expand algorithm is dominated by $2 \cdot n$ calls to PRG, one computation of the mapping $\vec{v} \rightarrow H \cdot \vec{v}$ (where $H \in \mathbb{F}_{2}^{m \times n}$ denotes the parity-check matrix sampled from $\mathcal{M}$ ), and $m$ calls to H for the receiver (resp. $2 m$ for the sender).

To give some perspective on this theorem, let us derive a few concrete numbers. The exact choice of $t$ depends on the concrete cryptanalysis of the syndrome decoding assumption with the parameters used in the construction. Among many works on the subject, the recent work of [LWYY22] provides precise security estimations tailored to the parameters used in PCG constructions. Concretely, to generate $m=2^{22}$ instances of $\lambda$-bit OTs and setting $n=4 m$, they estimate that using a value as low as $t=34$ suffices to get 128 bits of security (see Table 5 in their work). With these numbers, setting $\lambda=128$ yields a sender key size of about 10 kB (and 16 Bytes for the receiver key).

As for computation, instantiating the PRG and the hash using the AES block cipher, it boils down to $\approx 2^{25}$ calls to $\mathrm{AES}^{14}$ and one computation of the mapping $\vec{v} \rightarrow H \cdot \vec{v}$. Concretely, modern implementations can generate about 10 million pseudorandom $\lambda$-bit OTs per second with these approaches, on one core of a standard laptop (using more cores multiplies the number of OTs since everything parallelizes optimally).

### 3.9 Beyond Oblivious Transfers: PCGs for Complex Correlations

The construction of PCG for OT described in Section 3.8 circumvents the (impractical) $\Omega\left(n^{2}\right)$ computational cost of the generic PCG construction (for degree-2 additive correlations) using a two-step construction that first produces a subfield VOLE correlation, and then uses a correlation-robust hash function to turn it into an OT correlation. Unfortunately, this approach is strictly tailored to the OT correlation. Even though OT is essentially just an OLE over $\mathbb{F}_{2}$, the approach does not extend to OLEs over larger fields. More precisely, the subfield VOLE part of the construction extends easily (after all, we directly described over general fields), but the hashing technique does not generalize. To make it clear, let us look at the case of $\mathbb{F}_{3}$ : here, the receiver would hold some $u_{i} \in \mathbb{F}_{3}$, and one of $\left(v_{i}, v_{i}+x, v_{i}-x\right)=\left(v_{i}, z_{i}, t_{i}\right)$. However, hashing these values does not yield an OLE over $\mathbb{F}_{3}$ : it yields a 1 -out-of-3 OT. Getting an OLE would require preserving the property that $z_{i}+t_{i}=2 v_{i}$ - but of course, hashing breaks this correlation as well!

As of today, we do not know of a construction for OLEs with performances as impressive as those we have for OTs. The case of OLEs is known to be much harder to handle - we have had efficient OT extension protocols for more than two decades [IKNP03], and no efficient OLE extension protocols (while OLE extensions have been demonstrated in [ADI +17 ] in the semi-honest setting, their concrete efficiency remains unclear). However, we can still do much better than paying the unaffordable $\Omega\left(n^{2}\right)$ cost of the general solution, by relying on a variant of the syndrome decoding problem with considerably more algebraic structure.

### 3.9.1 High level intuition

The key insight of the construction is that some structured degree- 2 correlations can be obtained without computing the full tensor product of $H \cdot \vec{e}$ with itself. Instead, the idea will be to use a structured matrix $H$ to embed $H \cdot \vec{e}$ into a polynomial ring. Over this ring, the tensor product can be replaced by a polynomial product, which can be computed in time $O\left(n \cdot \log ^{2} n\right)$, or even just $O(n \cdot \log n)$ when using cyclotomic rings. Then, the construction leverages the fact that if the polynomial splits entirely, the product of two polynomials can

[^21]be projected back to the component-wise product of the two pseudorandom vectors they encode, which will exactly yield the OLE correlation.

### 3.9.2 A PCG for ring-OLE

We start by explaining how to compress the generation of a single OLE correlation over a large polynomial ring $\mathcal{R}=\mathbb{F}_{p}[X] /(P)$, where $P$ is some degree- $n$ split polynomial (i.e., a polynomial that splits into $n$ linear factors), and $\mathbb{F}_{p}$ is a finite field. Let us call ring-OLE this correlation:

Definition 3.9.1. In a ring-OLE correlation each party $P_{\sigma}$ receives $\left(x_{\sigma}, y_{\sigma}\right) \in \mathcal{R}^{2}$ for $\sigma=0,1$, which are random conditioned on $x_{0}+x_{1}=y_{0} \cdot y_{1}$. Given an integer $t$, a $t$-sparse ring-OLE correlation is a correlation in which each party $P_{\sigma}$ receives $\left(x_{\sigma}, y_{\sigma}\right) \in \mathcal{R}^{2}$ for $\sigma=0,1$, where $y_{0}, y_{1}$ are random $t$-sparse polynomials over $\mathcal{R}$, and $x_{0}, x_{1}$ random conditioned on $x_{0}+x_{1}=y_{0} \cdot y_{1}$.

Looking ahead, the degree $n$ of the polynomial will translate afterwards to the number of OLEs produced over the base field $\mathbb{F}_{p}$. The construction follows our FSS-based template and proceeds in two steps: we show how to use FSS to obtain a PCG for $t$-sparse ring-OLE correlations, and then use a syndrome decoding assumption to turn it into a PCG for the ring-OLE correlation.

### 3.9.2.1 Distributing sparse ring-OLE correlations

First, using an FSS for multipoint functions allows to succinctly distribute a sparse ring-OLE correlation: sample two random $t$-sparse polynomials $y_{0}, y_{1}$ (i.e. polynomials with $t$ nonzero coefficients in the standard basis), and define $f$ to be the $t^{2}$-point function whose truth table is the coefficients of $y_{0} \cdot y_{1}$ (over $\mathbb{F}_{p}[X]-i . e$., without reduction modulo $P$ ). Each party $P_{\sigma}$ receives $\mathrm{k}_{\sigma}=\left(y_{\sigma}, f_{\sigma}\right)$, where $\left(f_{0}, f_{1}\right)=$ FSS.Gen $(f)$. With the construction of multipoint FSS discussed in Section 3.5.3, the size of $\mathrm{k}_{\sigma}$ is $O\left(t^{2} \cdot \lambda \cdot \log n\right)$.

### 3.9.2.2 Distributing ring-OLE correlations

Then, to turn this sparse ring-OLE correlation into a pseudorandom ring-OLE correlation, we will compress two instances of the correlation using the mapping $(u, v) \rightarrow(u+a \cdot v)$, where
 security of a variant of the syndrome decoding assumption over a polynomial ring, with a random systematic-form parity-check matrix $(1, a)$. Let $\left(x_{\sigma}^{0}, y_{\sigma}^{0}\right)_{\sigma \in\{0,1\}}$ and $\left(x_{\sigma}^{1}, y_{\sigma}^{1}\right)_{\sigma \in\{0,1\}}$ be two instances of a sparse ring-OLE correlation. Fix a random element $a \stackrel{\&}{\leftarrow} \mathcal{R}$. Each party $P_{\sigma}$ defines

$$
y_{\sigma} \leftarrow(1, a) \cdot\left(y_{\sigma}^{0}, y_{\sigma}^{1}\right)^{\top}=y_{\sigma}^{0}+a \cdot y_{\sigma}^{1} \bmod P(X) .
$$

The assumption that $y_{\sigma}$ is indistinguishable from random is the ring syndrome decoding assumption. Using FFT, the mapping can be computed in $O\left(n \cdot \log ^{2} n\right) \mathbb{F}_{p}$-operations over general rings (or even $O(n \cdot \log n$ ) over cyclotomic rings), where $n$ is the degree of the polynomials. Then, observe that we have

$$
y_{0} y_{1}=\left(y_{0}^{0}+a \cdot y_{0}^{1}\right) \cdot\left(y_{1}^{0}+a \cdot y_{1}^{1}\right)=y_{0}^{0} \cdot y_{1}^{0}+a \cdot\left(y_{1}^{0} \cdot y_{0}^{1}+y_{0}^{1} \cdot y_{1}^{1}\right)+a^{2} \cdot\left(y_{0}^{1} \cdot y_{1}^{1}\right),
$$

where the polynomials $y_{0}^{0} \cdot y_{1}^{0}, y_{1}^{0} \cdot y_{0}^{1}, y_{0}^{1} \cdot y_{1}^{1}$, and $y_{0}^{1} \cdot y_{1}^{1}$ are all $t^{2}$-sparse. Hence, each of these four polynomials can be succinctly shared using FSS for a $t^{2}$-point function. Therefore, shares of $y_{0} y_{1}$ can be reconstructed using a local linear combination of shares of sparse polynomials with public coefficients ( $1, a, a^{2}$ ), and the shares of the sparse polynomials can be distributed succinctly using FSS for multipoint functions.

Wrapping up. The final PCG looks as follows: each party $P_{\sigma}$ gets $\left(y_{\sigma}^{0}, y_{\sigma}^{1}\right)$ together with four FSS shares of $t^{2}$-point functions whose domain corresponds to these four terms. The PCG key size scales as $O\left(\lambda t^{2} \log n\right)$ overall, where $n$ is the degree of the polynomials over $\mathcal{R}$. Expanding the keys amounts to locally computing the shares of the sparse polynomial products (four evaluations of the FSS on their entire domain, using $O(t \cdot n)$ calls to a pseudorandom generator, or even $O(n)$ when relying on the regular ring syndrome decoding assumption - see Section 3.8.3 for the discussions on regular noise) and a few polynomial multiplications (computed using $\tilde{O}(n)$ arithmetic operations) with $a$ and $a^{2}$ (which are public parameters).

### 3.9.3 From ring-OLE to OLEs

When $P$ splits into $n$ linear factors over $\mathbb{F}_{p}[X]$ (which is, in particular, the case over a suitable cyclotomic ring), a single pseudorandom ring-OLE correlation as above can be locally transformed into $n$ instances of pseudorandom OLEs over $\mathbb{F}_{p}$, by evaluating the polynomials on $n$ fixed distinct points. Furthermore, this entire evaluation can be performed in time $O(n \cdot \log n)$ using fast multipoint polynomial evaluation. This yields a PCG for generating $n$ instances of the OLE correlation, with keys of size $O\left(\lambda t^{2} \log n\right)$, and runtime $O(n \cdot \log n)$ when assuming the regular syndrome decoding assumption over a cyclotomic ring where $P$ splits entirely.

This construction is significantly less efficient than our PCG for OT: its key size has a $t^{2}$ factor instead of a factor $t$, and the computation scales as $O(n \cdot \log n)$ instead of $n$. In practice, this translates to a construction with a key size in the $2 \sim 10$ Megabytes range for generating $2^{20}$ to $2^{35}$ OLEs. As for runtime, implementations using FFTs over cyclotomic rings can generate about a million OLEs in 10 seconds over one core of a standard laptop. This is quite efficient, but still two orders of magnitude slower than the runtime achieved by fast PCGs for OTs.

### 3.9.4 From OLEs to other correlations

Using the same reduction as in Section 2.7.2.2, a PCG for OLEs immediately yields a PCG for Beaver triples (with a key size twice larger). Furthermore, given any element $\Delta \in \mathbb{F}$, the protocol from the previous section can be easily modified to yield shares of a Beaver triple $(\vec{a}, \vec{b}, \vec{a} \odot \vec{b})$ together with authenticated shares $(\Delta \cdot \vec{a}, \Delta \cdot \vec{b}, \Delta \cdot \vec{a} \odot \vec{b})$ of this Beaver triple. This variant is particularly useful because, while Beaver triple is the natural resource to use in the semi-honest secure computation of arithmetic circuits in the correlated randomness model, their authenticated counterpart is the natural resource that enables efficient malicious secure computation of arithmetic circuits in the correlated randomness model. We refer the reader to $[\mathrm{BCG}+20 \mathrm{~b}]$ for more details on these generalizations.

### 3.9.5 Historical notes

The study of the ring syndrome decoding assumption dates back to $[H K L+12]$ and has received some (limited) attention from the cryptography community [BL12; DP12; LP15; GJL15]. For an appropriate choice of the polynomial $P$, it is also equivalent to the well-studied quasi-cyclic syndrome decoding assumption, used in NIST submissions such as BIKE [ABB+17] and HQC [MBD+18].

The construction sketched in this section was introduced in $[\mathrm{BCG}+20 \mathrm{~b}]$. Because it requires $P$ to split entirely over $\mathbb{F}$, it is restricted to OLEs over a large field $\mathbb{F}$ of size $|\mathbb{F}| \geq n$. We finally circumvented this limitation in a recent work [BCCD23], achieving PCGs for OLEs (with comparable efficiency features) for all fields of size $|\mathbb{F}|>2$. The construction is more mathematically involved, using quasi-abelian codes defined over group algebras, but follows a similar template (and additionally benefits from a heuristic security argument in the linear test framework).

One could think that this is the full picture, as OLEs over $\mathbb{F}_{2}$ are just OTs, for which we already have efficient constructions. However, that is not entirely true: our constructions of OLEs satisfy an additional and very useful feature called "programmability", which is fundamental for silent secure computation either in the malicious setting or when more than two parties are involved. Known constructions of PCG for OT do not satisfy programmability. Extending [BCCD23] to work over $\mathbb{F}_{2}$ would yield efficient programmable PCGs for OTs, which remains an intriguing and fascinating open question as of today.

### 3.10 Beyond PCGs: Pseudorandom Correlation Functions

In Section 3.2.1.2 and 3.2.1.3, I draw a parallel between secure computation in the correlated randomness model and secure communication via the one-time pad: in both cases, predistributed random strings satisfying some appropriate relations enable an informationtheoretic realization of the target functionality. Then, I explained how pseudorandom generators (or stream ciphers) can be used to compress the one-time pad, yielding efficient secure communication from short keys, to motivate the search for a similar primitive targetting secure computation, which led us to pseudorandom correlation generators.

A few sections later, here we are, equipped with super-efficient PCGs for the OT correlation, and with relatively efficient PCGs for the OLE correlation (and more). However, in a sense that I will make precise very soon, these constructions do not fully mimic the features of stream-cipher-based protocols for secure communication. A useful feature of secure communication protocols is that, after securely exchanging a short key, two parties can continuously communicate. Concretely, this means that at any time, the two parties can exchange messages, without having to decide ahead of time on a bound on the amount of communication or to store long keys in advance for later use.

In practice, this can done by replacing the pseudorandom generator in the construction of Section 3.2.1.2 by a pseudorandom function $F_{K}$ : following their one-time generation of a shared random key $K \in\{0,1\}^{\lambda}$, the two parties can publicly agree on a unique nonce $x$ for the session and use the sequence $F_{K}(x), F_{K}(x+1), F_{K}(x+2), \cdots$ of pseudorandom strings to mask messages of arbitrary length. This allows the parties, given only $K$, to generate on-the-fly and upon need arbitrarily long shared pseudorandom strings to use in the one-time pad protocol. Alternatively, this can also be achieved using a simple PRG in stream cipher mode: after using $G(K)=\left(k_{0}, \cdots, k_{n}\right)$ to generate $n \lambda$-bit pseudorandom strings (assuming
$G$ is a PRG from $\{0,1\}^{\lambda}$ to $\left.\{0,1\}^{(n+1) \cdot \lambda}\right)$, the parties can use $\left(k_{1}, \cdots, k_{n}\right)$ to mask an $n \cdot \lambda$-bit message $M$, and keep $k_{0}$ as a new "fresh" PRG seed to be used in the next communication session.

Switching back to PCGs, it turns out that there are no obvious incremental approaches to silent secure computation using any of the constructions we described so far. A natural approach, similar to the re-keying approach for secure communication that we just sketched, would be to use a portion of the pseudorandom correlations generated so far to run a secure computation protocol for re-generating fresh PCG seeds. However, unlike with secure communication, this approach requires the participants to interact online before they can compute their fresh PCG seeds. In practice, this means that whenever two participants execute a secure computation, they would have to anticipate a bound on the amount of correlations they will need in their next interaction (of course, they can always pick a very large bound, but this comes at a strong cost as we will see next). A much better solution would allow them to decide the amount of correlated randomness they need on-the-fly, without having to interact first.
unfortunately, all the PCGs we constructed come with a major limitation: The expansion of the correlated seeds is an "all-or-nothing" procedure, where the target correlation is produced all at once without enabling fast random access to the long output. Furthermore, existing PCG constructions do not even support the type of (stateful) incremental evaluation enabled by standard PRGs in stream-cipher mode, because the correlation of the PCG outputs is distinct from the correlation between the PCG keys (while for PRG, the correlation is preserved: equal seeds yield equal pseudorandom strings). This limits the use of PCGs to a monolithic form of silent preprocessing that requires parties to generate one for all and to store big amounts of correlated randomness that they might want to use in the future, or to re-interact to generate fresh PCG seeds whenever they anticipate that they might need to run a secure protocol.

### 3.10.1 Defining pseudorandom correlation functions

Without further ado, we introduce the notion of pseudorandom correlation functions to capture the ability to perform silent secure computation protocols where, after a one-time short interaction, the parties can on-demand and on-the-fly generate an a-priori arbitrary amount of pseudorandom correlated strings. A PCF is a pair (PCF.Gen, PCF.Eval) of algorithms where

- PCF.Gen outputs a pair of short correlated keys $\left(k_{0}, k_{1}\right)$,
- PCF.Eval $\left(\mathrm{k}_{\sigma}, x\right)$ is a deterministic polynomial-time algorithm.

We require the following properties of a PCF: First, the joint distribution of outputs of Eval has to be computationally indistinguishable from truly random outputs satisfying the target correlation. Second, we require that for $\sigma=0,1$, when given the key $\mathrm{k}_{1-\sigma}$, the outputs of PCF.Eval $\left(\mathrm{k}_{\sigma}, \cdot\right)$ are indistinguishable from random outputs of the target correlation when sampled conditioned on the partial outputs from PCF.Eval $\left(\mathrm{k}_{1-\sigma}, x\right)$.
Preliminaries. To formally define a PCF, we use the notion of reverse-sampleable correlation generator given in Definition 3.3.2. However, we will use a slightly different semantic: when building PCGs, we were typically considering the correlation generator $\mathcal{C}$ as generating directly, on input $1^{n}$, an " $n$-fold" instance of a target correlation (e.g., $n$ copies of an OLE).

Here, we will think of our correlation generator $\mathcal{Y}$ as outputting "single-instances" of a target correlation (e.g., a single OLE), and we give it a different name to clarify the semantic. We will also assume a slightly generalized syntax for correlation generators compared with Definition 3.3.1:

Definition 3.10.1 (Reverse-samplable correlation generators, modified). We define a reversesamplable correlation generator $\mathcal{Y}$ as in Definitions 3.3.1 and 3.3.2, except that we assume that $\mathcal{Y}\left(1^{\lambda}\right)$ returns a pair of string in $\{0,1\}^{\tau_{0}(\lambda)} \times\{0,1\}^{\tau_{1}(\lambda)}$ (rather than $\left.\{0,1\}^{\lambda} \times\{0,1\}^{\lambda}\right)$, where $\tau_{0}, \tau_{1}$ are output-length functions, and pass $1^{\lambda}$ as additional argument to RSample (to cover the case where $\tau_{\sigma}(\lambda)$ is much smaller than $\lambda$ ).

Note also that the definition of reverse-samplable correlation generators does not capture correlations with a global parameter which remains the same across samples, as in the sVOLE correlation. This is captured by the notion of reverse sampleable correlation with setup, which allows all algorithms to depend on a fixed global secret, ensuring consistency across different invocations, formally defined in [BCG+20a] (we omit it there to avoid overcomplicating an already cumbersome definition).

Definition. We introduce the formal definition of PCFs for a reverse-sampleable correlation generator $\mathcal{Y}$ in Definition 3.10.2. The experiments for the two properties of a PCF, pseudorandom $\mathcal{Y}$-correlated outputs and internal security, are given on Figure 3.6 and Figure 3.7 respectively. In these experiments, $N$ denotes a bound on the number of evaluations of the PCF made by the adversary $\mathscr{A}$, and the bit $b$ distinguishes between the real-world experiment $(b=0)$ and the simulated experiment $(b=1)$. The definition below captures a notion of weak pseudorandom functions, which are secure when all queries to the function are uniformly random.

Definition 3.10.2 (Pseudorandom correlation function (PCF)). Let $\mathcal{Y}$ be a reverse-sampleable correlation with output length functions $\tau_{0}(\lambda), \tau_{1}(\lambda)$ and let $\lambda \leq n(\lambda) \leq \operatorname{poly}(\lambda)$ be an input length function. A PCF (PCF.Gen, PCF.Eval) is a pair of algorithms with the following syntax:

- PCF.Gen $\left(1^{\lambda}\right)$ is a probabilistic polynomial time algorithm that on input $1^{\lambda}$, outputs a pair of keys $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right)$; we assume that $\lambda$ can be inferred from the keys.
- PCF.Eval $\left(\sigma, \mathrm{k}_{\sigma}, x\right)$ is a deterministic polynomial-time algorithm that on input $\sigma \in\{0,1\}$, key $\mathrm{k}_{\sigma}$ and input value $x \in\{0,1\}^{n(\lambda)}$, outputs a value $y_{\sigma} \in\{0,1\}^{\tau_{\sigma}(\lambda)}$.

Let $N$ denote a bound on the number of PCF evaluations, $B$ denote a bound on the size of the adversaries, and $\varepsilon$ a bound on their success probability. We say (PCF.Gen, PCF.Eval) is $a$ (weak) ( $N, B, \varepsilon$ )-secure pseudorandom correlation function (PCF) for $\mathcal{Y}$, if the following conditions hold:

- Pseudorandom $\mathcal{Y}$-correlated outputs. For every $\sigma \in\{0,1\}$ and non-uniform adversary $\mathcal{A}$ of size $B(\lambda)$, it holds

$$
\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}, N, 0}^{\mathrm{pr}}(\lambda)=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}, N, 1}^{\mathrm{pr}}(\lambda)=1\right]\right| \leq \varepsilon(\lambda)
$$

for all sufficiently large $\lambda$, where $\operatorname{Exp}_{\mathcal{A}, N, b}^{\mathrm{pr}}(\lambda)$ for $b \in\{0,1\}$ is as defined in Figure 3.6. In particular, the adversary is given access to $N(\lambda)$ samples.

```
\(\operatorname{Exp}_{\mathcal{A}, N, 0}^{\mathrm{pr}}(\lambda)\) :
for \(i=1\) to \(N(\lambda)\) :
    \(x^{(i)} \stackrel{\&}{\leftarrow}\{0,1\}^{n(\lambda)}\)
    \(\left(y_{0}^{(i)}, y_{1}^{(i)}\right) \leftarrow \mathcal{Y}\left(1^{\lambda}\right)\)
\(b \leftarrow \mathcal{A}\left(1^{\lambda},\left(x^{(i)}, y_{0}^{(i)}, y_{1}^{(i)}\right)_{i \in[N(\lambda)]}\right)\)
return \(b\)
```

Figure 3.6: Pseudorandom $\mathcal{Y}$-correlated outputs of a PCF.

```
\(\operatorname{Exp}_{\mathcal{A}, N, \sigma, 0}^{\mathrm{sec}}(\lambda):\)
\(\overline{\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \leftarrow \mathrm{PC}} \mathrm{F} . \operatorname{Gen}\left(1^{\lambda}\right)\)
for \(i=1\) to \(N(\lambda)\) :
    \(x^{(i)} \stackrel{\$}{\leftarrow}\{0,1\}^{n(\lambda)}\)
    \(y_{1-\sigma}^{(i)} \leftarrow \operatorname{PCF} . E v a l\left(1-\sigma, \mathrm{k}_{1-\sigma}, x^{(i)}\right)\)
\(b \leftarrow \mathcal{A}\left(1^{\lambda}, \sigma, k_{\sigma},\left(x^{(i)}, y_{1-\sigma}^{(i)}\right)_{i \in[N(\lambda)]}\right)\)
return \(b\)
```

```
\(\operatorname{Exp}_{\mathcal{A}, N, \sigma, 1}^{\mathrm{sec}}(\lambda):\)
\(\overline{\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \leftarrow \mathrm{PCF} . \operatorname{Gen}\left(1^{\lambda}\right)}\)
for \(i=1\) to \(N(\lambda)\) :
    \(x^{(i)} \stackrel{\$}{\leftarrow}\{0,1\}^{n(\lambda)}\)
    \(y_{\sigma}^{(i)} \leftarrow \operatorname{PCF} . E v a l\left(\sigma, \mathrm{k}_{\sigma}, x^{(i)}\right)\)
    \(y_{1-\sigma}^{(i)} \leftarrow \operatorname{RSample}\left(1^{\lambda}, \sigma, y_{\sigma}^{(i)}\right)\)
\(b \leftarrow \mathcal{A}\left(1^{\lambda}, \sigma, k_{\sigma},\left(x^{(i)}, y_{1-\sigma}^{(i)}\right)_{i \in[N(\lambda)]}\right)\)
return \(b\)
```

Figure 3.7: Internal security of a PCF. Here, RSample is the algorithm for reverse sampling $\mathcal{Y}$ as in Definition 3.3.2.

- Internal security. For each $\sigma \in\{0,1\}$ and non-uniform adversary $\mathcal{A}$ of size $B(\lambda)$, it holds

$$
\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}, N, \sigma, 0}^{\mathrm{sec}}(\lambda)=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}, N, \sigma, 1}^{\mathrm{sec}}(\lambda)=1\right]\right| \leq \varepsilon(\lambda)
$$

for all sufficiently large $\lambda$, where $\operatorname{Exp}_{\mathcal{A}, N, \sigma, b}^{\mathrm{sec}}(\lambda)$ for $b \in\{0,1\}$ is as defined in Figure 3.7 (again, with $N(\lambda)$ samples).

We say that (PCF.Gen, PCF.Eval) is a PCF for $\mathcal{Y}$ if it is a $(p, 1 / p, p)$-secure $P C F$ for $\mathcal{Y}$ for every polynomial p. If $B=N$, we will write $(B, \varepsilon)$-secure $P C F$ for short.

The definition above can be strengthened to the notion of strong PCFs. Informally, a strong PCF is defined as in Definition 3.10.2, except that in the experiments for pseudorandom $\mathcal{Y}$-correlated outputs and internal security (given on Figure 3.6 and Figure 3.7), the PCF inputs $x^{(i)}$ are not sampled uniformly from $\{0,1\}^{n(\lambda)}$. Instead, they are adaptively chosen by the adversary $\mathscr{A}$ which is given oracle access to PCF.Eval $\left(1-\sigma, \mathrm{k}_{1-\sigma}, \cdot\right)$ for up to $N$ queries. We focus here on weak PCFs for two reasons:

- The constructions we will describe in this write-up are only weak PCFs. This is somewhat inherent to the limitations of our template, we will elaborate on this later on.
- Any weak PCF can be heuristically transformed into a strong PCF by hashing the input before feeding it to the function. This heuristic transformation is provably secure if the hash function is modeled as a (programmable) random oracle.

Let me clarify of the distinction between weak and strong PCFs plays a role in secure computation. When using (weak) PCFs to generate $N$ instances of a pseudorandom correlation for a secure computation protocol, the two parties must (without interaction) agree on the $N$ random inputs $x^{(1)}, \cdots, x^{(N)}$. Concretely, this amounts to assuming access to a very long common reference string. A strong PCF, on the other hand, allows to generate the correlations using an arbitrary sequence of distinct inputs (typically a counter, setting $x^{(i)}=i$ for $i=1, \cdots N$ ), which does not require any setup assumption. Then, the general transformation of a weak PCF into a strong PCF via a hash function modeled as a random oracle becomes equivalent to the well-known fact that a random oracle H can be used to setup a long common random string $\left(x^{(1)}, \cdots, x^{(N)}\right)$ by setting $x^{(i)} \leftarrow \mathrm{H}(i)$ for $i=1$ to $N$.

Equipped with a proper definition of PCFs, we now turn our attention to the question of constructing them. So, let us go back to our template, shall we?

### 3.10.2 A Template for pseudorandom correlation functions

Earlier in this manuscript (in Section 3.4.2.3), we introduced a template for PCGs for an additive correlation $C$ which combines a pseudorandom generator $G$ with a function secret sharing for the class of functions $C \circ G_{k}$, where $G_{k}(i)$ returns the $i$-th component of $G(k)$. Adapting this template to PCFs is straightforward: to get a PCF for an additive correlation $C$, we combine a PRF $F=\left\{F_{K}\right\}_{K \in\{0,1\}^{*}}$ with an FSS scheme for the class of functions $\mathcal{F}=\left\{C \circ F_{K}\right\}_{K \in\{0,1\}^{*}}$. That's it!

Theorem 3.10.3. For any $\lambda \in \mathbb{N}$, let $C_{\lambda}: \mathbb{F}_{2^{\lambda}} \mapsto \mathbb{G}_{\lambda}$ be a function whose range is an Abelian group $\mathbb{G}_{\lambda}$, and let $m=m(\lambda) \in \operatorname{poly}(\lambda)$. Let $F=\left\{F_{K_{\lambda}}:[m] \mapsto \mathbb{F}_{2^{\lambda}}\right\}_{\lambda \in \mathbb{N}, K_{\lambda} \in\{0,1\}^{\lambda}}$ be a PRF with key space $\{0,1\}^{\lambda}$. Let $\mathcal{F}=\left\{C_{\lambda} \circ F_{K_{\lambda}}:[m] \mapsto \mathbb{G}_{\lambda}\right\}_{\lambda \in \mathbb{N}, K_{\lambda} \in\{0,1\}^{\lambda}}$. Let (FSS.Gen, FSS.Eval) be a 2-party function secret sharing for the class of functions $\mathcal{F}$. Consider the following construction:

- PCF.Gen $\left(1^{\lambda}\right)$ : sample $K \stackrel{\&}{\leftarrow}\{0,1\}^{\lambda}$ and output $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \leftarrow \operatorname{FSS} . \operatorname{Gen}\left(1^{\lambda}, C_{\lambda} \circ F_{K}\right)$
- PCG.Eval $\left(\sigma, \mathrm{k}_{\sigma}, x\right)$ : on input $x \in[m]$, return $\operatorname{FSS} . \operatorname{Eval}\left(\sigma, \mathrm{k}_{\sigma}, x\right)$.

The construction (PCG.Gen, PCG.Eval) is a secure PCF for the two-party additive correlation of length 1 defined by $C_{\lambda}$.

In the above theorem, we view $C$ and $F$ as public information, and the PRF key $K_{\lambda}$ as the secret description of $C_{\lambda} \circ F_{K_{\lambda}}$. We remind the reader than an additive correlation of length 1 is a correlation defined by a function $C_{\lambda}$ that outputs additive shares of $C_{\lambda}(r)$ to the parties, where $r$ is a random input (see Definition 3.4.1). The proof of security proceeds through a sequence of straightforward game hops. Fix a party index $\sigma$ :

1. First, using the secrecy property of the FSS, replace the key $\mathrm{k}_{\sigma}$ in the experiment $\operatorname{Exp}_{\mathcal{A}, N, \sigma, 0}^{\text {sec }}(\lambda)$ with a simulated key $\mathrm{k}_{\sigma} \leftarrow \operatorname{Sim}\left(1^{\lambda}, \operatorname{Leak}\left(C \circ F_{K}\right)\right)$, where here Leak $\left(C_{\lambda} \circ\right.$ $F_{K_{\lambda}}$ ) returns ( $m, C_{\lambda}, F$ ). Observe that from this game onward, $\mathrm{k}_{\sigma}$ does not depend on the PRF key $K_{\lambda}$ anymore.
2. Using the pseudorandomness of the PRF $F_{K_{\lambda}}$, replace each evaluation of $F_{K_{\lambda}}$ made in PCF.Eval $\left(1-\sigma, \mathrm{k}_{1-\sigma}, x\right)$ by a call to a uniformly random function.
3. At this stage, the samples $y_{1-\sigma}^{(i)}$ from the correlation are truly random. Replace the sampling of $\left(y_{0}^{(i)}, y_{1}^{(i)}\right)$ by a sampling of $y_{\sigma}^{(i)}$ followed by $y_{1-\sigma}^{(i)} \leftarrow \operatorname{RSample}\left(1^{\lambda}, \sigma, y_{\sigma}^{(i)}\right)$. This last game corresponds exactly to the experiment $\operatorname{Exp}_{\mathcal{A}, N, \sigma, 1}^{\text {sec }}(\lambda)$.
For a detailed formal proof, we refer the reader to $[\mathrm{BCG}+20 \mathrm{a}]$.

### 3.10.3 Instantiating the template: challenges

We know from Section 3.5 that, assuming only a length-doubling PRG, there is an FSS scheme for every function which we can represent as a linear combination of point functions. From there, we can pick one of two paths:

- (1) Finding an appropriate pseudorandom function $F_{K}$ such that $C \circ F_{K}$ fits within this class, or
- (2) If the above does not work out, or does not yield sufficiently satisfying instances, further expanding the class of functions for which we have efficient FSS until it captures $C \circ F_{K}$.

Looking ahead, I am going to describe two constructions, each of them following one of the two paths above. But before we delve into the details of these two constructions, it is interesting to take a step back and understand why our construction of PCG from syndrome decoding does not directly work here.

### 3.10.3.1 What goes wrong with syndrome decoding

In short, we constructed PCGs as $\operatorname{FSS}\left(C \circ G_{k}\right)$, where $k$ is (a short description of) a sparse vector $\vec{e}$, and $G: k \rightarrow H \cdot \vec{e}$ with a public compressive matrix $H$. Then, $G_{k}$ computes $H \cdot \vec{e}$ and outputs the $i$-th entry of this vector. The key hurdle of this construction can be described in one sentence:

Even to evaluate $G_{k}$ at a single point $i$, one must compute the entire mapping $\vec{v} \rightarrow H \cdot \vec{v}$ before outputting its $i$-th entry.

Here, the reader might be raising an eyebrow: aren't we computing $H \cdot \vec{e}$ for a very sparse vector $\vec{e}$, say, with $t \approx 50$ nonzero entries? And if so, does this not require summing $t$ columns of $H$ ? This is true, but recall that in the PCG construction, the parties will not manipulate $\vec{e}$ directly: rather, using FSS for point functions, they will first construct pseudorandom shares $\left(\vec{e}_{0}, \vec{e}_{1}\right)$ of $\vec{e}$ (which, unlike $\vec{e}$, are dense vectors!), and compute $\left(H \cdot \vec{e}_{0}, H \cdot \vec{e}_{1}\right)$.

Anyway, for our application to PCGs, this was no trouble: the PCG.Expand algorithm will, in any case, evaluate the PRG on its entire domain. But when we switch to PCFs, the entire point is to enable an incremental evaluation of the primitive, where each output FSS $\left(C \circ F_{K}(i)\right)$ can be computed independently of the others. With our syndrome-decodingbased PRG, the cost of evaluating $G_{k}(i)$ scales (at best linearly if there is a very fast mapping $\vec{v} \rightarrow H \cdot \vec{v}$ ) with the size of the entire domain of $G_{k}$. But a pseudorandom function should look random even given arbitrary polynomial access to its evaluations, hence the entire domain of a pseudorandom function $F_{K}$ must have superpolynomial size! ${ }^{15}$

[^22]
### 3.10.4 Instantiating the template I: variable-density syndrome decoding

If we want to follow a similar approach to build PCFs, we will need a few crucial tweaks:

1. The matrix $H$ and noise vector $\vec{e}$ should have superpolynomially large dimensions, yet $\vec{e}$ and the rows of $H$ should admit a compact (polynomial-size) representation. This is easy for $\vec{e}$, which can be represented with $t \cdot \log n$ bits, which remains polynomial even for exponentially large $n$, but highly nontrivial for $H$ : none of the candidates used for PCG construction satisfy this.
2. There should be an efficiently computable algorithm which, given an index $i$ and (the compact description of) $H$ and $\vec{e}_{\sigma}$ (party $P_{\sigma}$ 's FSS share of $\vec{e}$ ), outputs the $i$-th entry of $H \cdot \vec{e}_{\sigma}$.

We stress that we need both conditions above to hold, while simultaneously having the property that $H \cdot \vec{e}$ looks pseudorandom (to any polynomial-time algorithm that gets arbitrary access to the entries of this superpolynomially-large vector).

### 3.10.4.1 Key idea: a sparse but variable-density $H$

A natural way to satisfy the two conditions above would be to set $H$ to have exponentially sparse rows, i.e., rows of exponential length $n(\lambda)$ with only poly $(\lambda)$ nonzero entries: this way, its rows could be described succinctly (or even sampled on the fly). Furthermore, computing the $i$-th entries of $H \cdot \vec{e}_{\sigma}$ could be done by computing only the poly $(\lambda)$ entries of $\vec{e}_{\sigma}$ corresponding to the nonzero entries $\left(i_{1}, \cdots, i_{\mathrm{HW}\left(h_{i}\right)}\right)$ in the $i$-th row $h_{i}$ of $H$, which translates to evaluating $\operatorname{FSS} . \operatorname{Eval}\left(\sigma, \mathrm{k}_{\sigma}, i_{j}\right)$ for $j=1$ to $\mathrm{HW}\left(h_{i}\right)$ and summing the poly $(\lambda)$ outputs.

However, there is an apparent contradiction with the property that $H \cdot \vec{e}$ looks pseudorandom: if each $h_{i}$ is exponentially sparse, and $\vec{e}$ is exponentially sparse as well, how could the inner products $\left\langle h_{i}, \vec{e}\right\rangle$ look pseudorandom? This is where the second idea comes in: we choose $h_{i}$ and $\vec{e}$ with a varying density of nonzero entries. Concretely, by setting $h_{i}$ and $\vec{e}$ to be dense at the beginning, and more sparse toward the end, we ensure that $\operatorname{Pr}_{h_{i}}\left[\left\langle h_{i}, \vec{e}\right\rangle=0\right] \approx 1 / 2$. This does of course not suffice in itself to guarantee security. Nevertheless, we show that, by carefully balancing the varying densities in the vectors, it is possible to simultaneously reduce their Hamming weight to poly $(\lambda)$ (enabling compact representation and evaluation of $\left\langle h_{i}, \vec{e}_{\sigma}\right\rangle$ ) while obtaining a variant of the syndrome decoding problem that is provably secure against all attacks from the linear test framework, which we covered in Section 3.7.1. At a high level, the variable density we choose is a regular distribution where each row $h_{i}$ is divided into $D$ blocks. The $j$-th block $h_{i, j}$ is sampled as a concatenation of $\lambda$ unit vectors of length $2^{j}$ (observe that each block $h_{i, j}$ has exactly $\lambda$ nonzero entries and a density of ones equal to $\left.1 / 2^{j}\right)$. The noise vector $\vec{e}$ is sampled from the same distribution as each of the rows $h_{i}$. The total number of nonzero entries per row is exactly $\lambda \cdot D$, while the length of a row is $O\left(\lambda \cdot 2^{2 D}\right)$. The formal definition follows.

### 3.10.4.2 Variable-density syndrome decoding

Fix parameters $\mathrm{pp}=\left(\lambda, D, N=2^{D}\right)$. Let $\mathcal{R}_{\lambda, i}$ be the distribution of random $\lambda$-regular vectors over $\mathbb{F}_{2}^{\lambda \cdot 2^{i}}$ : that is, a sample from $\mathcal{R}_{\lambda, i}$ is obtained by concatenating $\lambda$ independent length- $2^{i}$ unit vectors. We let $\mathcal{M}_{\mathrm{vd}}^{i}(\mathrm{pp})$ denote the distribution over $N \times\left(\lambda \cdot 2^{i}\right)$ matrices over $\mathbb{F}_{2}$ where
each row is sampled independently from $\mathcal{R}_{\lambda, i}$, and $\mathcal{M}_{\mathrm{vd}}(\mathrm{pp})$ denote the distribution over $\mathbb{F}_{2}^{N \times 2 N}$ obtained by sampling $H_{i} \stackrel{\&}{\leftarrow} \mathcal{M}_{\mathrm{vd}}^{i}(\mathrm{pp})$ for $i=1$ to $D$ and outputting $H=H_{1}\|\cdots\| H_{D}$. Eventually, we denote by $\mathcal{N}_{\text {vd }}(\mathrm{pp})$ the noise distribution obtained by sampling $\vec{e}_{i}^{\Gamma} \stackrel{\S}{\leftarrow} \mathcal{R}_{\lambda, i}$ and outputting $\vec{e} \leftarrow\left(\vec{e}_{1} / / \cdots / / \vec{e}_{D}\right) \in \mathbb{F}_{2}^{2 N}$ (that is, $\vec{e}^{\top}$ is distributed as a row of $H$ ).
Definition 3.10.4 $\operatorname{VDSD}(\lambda, D, N)$ ). The variable-density syndrome decoding assumption with $\operatorname{VDSD} \lambda, D$ blocks, and number of samples $N$, denoted $\operatorname{VDLPN}(\lambda, D, N)$, states that

$$
\left\{(H, \vec{b}) \mid H \stackrel{\&}{\leftarrow} \mathcal{M}_{\mathrm{vd}}(\mathrm{pp}), \vec{e} \stackrel{\S}{\leftarrow} \mathcal{N}_{\mathrm{vd}}(\mathrm{pp}), \vec{b} \leftarrow H \cdot \vec{e}\right\} \stackrel{c}{\approx}\left\{(H, \vec{b}) \mid H \stackrel{\&}{\leftarrow} \mathcal{M}_{\mathrm{vd}}(\mathrm{pp}), \vec{b} \stackrel{\&}{\leftarrow} \mathbb{F}_{2}^{N}\right\} .
$$

In other words, using the terminology of Definition 3.7.2, VDSD corresponds to the $\left(\mathcal{M}_{\mathrm{vd}}\left(\mathrm{pp}, \mathcal{N}_{\mathrm{vd}}(\mathrm{pp})\right)-\mathrm{dGSD}\left(\mathbb{F}_{2}\right)\right.$ assumption. In [BCG+20a; CD23], it was shown that the VDSD assumption is secure against all attacks from the linear test framework (Definition 3.7.3):
Theorem 3.10.5 ([BCG+20a; CD23], informal). The $\operatorname{VDSD}\left(\lambda, D, 2^{D}\right)$ assumption with $D=\Omega(\lambda)$ is $\left(2^{-\Omega(\lambda)}, 2^{-\Omega(\lambda)}\right)$-secure against linear tests.

The VDSD assumption parametrized with any $D=\operatorname{poly}(\lambda)$ immediately yields a weak PRF F:

- The vector $\vec{e} \stackrel{\&}{\leftarrow} \mathcal{N}_{\mathrm{vd}}(\mathrm{pp})$ defines the secret key of $F$.
- Given a string $x \in\{0,1\}^{\lambda \cdot \sum_{i \leq D}{ }^{i}}$, parse $x$ into $D$ blocks $x_{i}$ of $\lambda \cdot i$ bits, each divided into $\lambda$ strings $x_{i, j} \in\{0,1\}^{i}$. Map each $x_{i, j}$ to the length- $2^{i}$ unit vector which has a 1 at $x_{i, j}$. Let map $(x)$ denote the concatenation of all these unit vectors. Output $F_{\vec{e}}(x)=\operatorname{map}(x)^{\top} \cdot \vec{e}$.

For a random $x$, by construction, $\operatorname{map}(x)$ is distributed as a uniformly random column of $H$. Therefore, breaking the security of the above weak PRF after receiving $N$ samples is equivalent to breaking the VDSD assumption.

### 3.10.4.3 From VDSD to PCFs

Using FSS for point functions, two parties can compute shares of the evaluation of the weak $\operatorname{PRF} F_{K}: x \rightarrow \operatorname{map}(x)^{\top} \cdot \operatorname{map}(K)$ by summing $\lambda \cdot D=\operatorname{poly}(\lambda)$ evaluations of distributed point functions with respective domains $\left[\lambda \cdot 2^{i}\right]$. To obtain a PCF for some target additive correlation $C$ from there, we have two options:

- For general degree- $d$ additive correlations, we can use the observation 3.5 .5 which lets us extend the class of function supported by our FSS constructions to handle any degree-d multivariate polynomial evaluated on each of the entries of $H \cdot \vec{e}$. Here, since $H \cdot \vec{e}$ is exponentially large, the transformation works as long as the multivariate polynomial is limited to taking a polynomial number of entries of $H \cdot \vec{e}$ as input). For example, I gave a step-by-step explanation of how to apply this observation to the Beaver triple correlation in Section 3.6.4. In this case, we get PCFs for Beaver triples with key size $O\left(\lambda^{\prime} \cdot(\lambda \cdot D)^{2} \cdot \log D\right)\left(\right.$ where $\lambda^{\prime}$ denotes a security parameter for the distributed point function - we use a different one because it can typically be smaller than $\lambda$ ). While theoretically interesting, this yields much larger keys than for PCGs: using parameters computed in [CD23], we can set $\lambda^{\prime}=128, \lambda=350$, and $D=40$ (recall that the construction allows for up to $2^{D}$ pseudorandom instances of the correlation), this yields PCF keys of size 240 Gigabytes: that's not a very practical construction!
- Alternatively, if we only want PCFs for subfield VOLE or for OT, we can follow the much more efficient path outline in Section 3.8, which applies equally well to PCFs. This yields a PCF for OT under the VDSD assumption with key size $O\left(\lambda^{\prime} \cdot \lambda \cdot D \cdot \log D\right)$, which translates to a few Megabytes using concrete parameters.


### 3.10.4.4 Historical notes

The variable density syndrome decoding assumption has been introduced in [BCG+20a] under the name variable-density learning parity with noise (VDLPN). In the context of PCGs, LPN and syndrome decoding are two different names for the same assumption, which reflect the emergence of related assumptions from within different communities (the learning theory community for LPN, and the coding theory community for syndrome decoding). Because I make heavy use of the coding-theoretic notions and formalism in this write-up, I decided to present all assumptions as being flavors of a generalized syndrome decoding assumption dGSD.

We initially proved the security of VDSD against attacks from the linear test framework in [BCG+20a] but, together with my Ph.D. student Clément Ducros, we identified a flaw in the analysis which we repaired in a subsequent paper [CD23]. This follow-up work also describes a variant of the VDSD assumption which enjoys the same features as the original assumption, but also benefits from a much tighter proof of security against linear tests, allowing to derive concrete provably secure parameters (the analysis in $[B C G+20 a]$ was purely asymptotic).

### 3.10.5 Instantiating the template II: expand-accumulate syndrome decoding

The construction from variable-density syndrome decoding induces a much larger overhead compared to PCG constructions, mainly because of the $\lambda \cdot D$ factor in the key length (and number of FSS evaluations per output) which is directly inherited from the use of a variabledensity distribution (together with the constraints imposed by the security in the linear test framework). In this section, I will briefly cover a more recent and much more efficient construction that circumvents the limitations of the previous construction. The key insight underlying this improved construction lies in using more advanced FSS constructions for predicates such as the greater-than predicates, and its generalization to multidimensional rectangles. That is, unlike all other constructions described in this manuscript so far, this new PCF cannot be based on distributed point function in a black-box way. Below, I sketch both the more advanced FSS schemes used in the construction and the new variant of syndrome decoding tailored to these advanced FSS. In the spirit of not making this manuscript much longer than it already is, I will stick to relatively high-level sketches of the ideas here. The construction outlined in this section was described in $[B C G+22]$.

### 3.10.5.1 Intuition

As before, we want to build a suitable "FSS-friendly" PRF using a syndrome decoding variant, where the noise $\vec{e}$ will be specified by the PRF key, and a random input $x$ will define a random row from the parity-check matrix $H$. The goal is to define $H$ and $\vec{e}$ such that (1) succinct shares of $\vec{e}$ can be efficiently distributed using and efficient function secret sharing scheme, and (2) obtaining shares of $\left\langle\vec{h}, \vec{e}_{\sigma}\right\rangle$ for a random row $\vec{h}$ of $H$ and a (pseudo)random
shares of $\vec{e}$ (computed via FSS) can be done efficiently (i.e., in polynomial time), even when the vectors $\vec{h}, \vec{e}$ have length exponential in $\lambda$.

The key idea underlying the construction is to replace the sparse noise $\vec{e}$ by an interval noise. A $t$-interval noise is filled with $t / 2$ randomly placed all- 1 strings. More precisely, $\vec{e}$ is sampled as follows: first, sample a random $t$-sparse $\vec{e}^{\prime}$. Next, accumulate $\vec{e}^{\prime}$ into $\vec{e}$ : set $e_{1} \leftarrow e_{1}^{\prime}, e_{2} \leftarrow e_{1}^{\prime} \oplus e_{2}^{\prime}, e_{3} \leftarrow e_{1}^{\prime} \oplus e_{2}^{\prime} \oplus e_{3}^{\prime}$, and so on. The resulting distribution has the same entropy as the distribution of $t$-sparse vectors (since accumulating is a bijective mapping), but (crucially) it produces vectors whose proportion of zeroes and ones is balanced. Then, the expand-accumulate syndrome decoding assumption, which we introduce afterwards, essentially says that $(M, M \cdot \vec{e})$ is indistinguishable from $(M, \vec{b})$, where $\vec{b}$ is a random vector, $M$ is a random sparse matrix, and $\vec{e}$ is a random $t$-interval noise. Because $\vec{e}$ is not sparse, this assumption can hold even when $H$ is very sparse, and we actually provide heuristic support for its security using the linear test framework. The second core observation underlying the result from $[\mathrm{BCG}+22]$ is that $t$-interval noise can be written as a sum of $t$ vectors of the form $(11 \cdots 1|\mid 00 \cdots 0)$, and such vectors can be succinctly shared using function secret sharing for interval functions $f_{<\alpha}$ which map every $x<\alpha$ to 1 , and every $x \geq \alpha$ to 0 .

The presentation below follows the outline of the intuition above, with the following modifications:

- The rate of the code is fixed to $1 / 5$ (that is, $H$ is an $N$-by- $5 N$ matrix) for concreteness. This choice strikes a reasonable balance between efficiency and achieving good security bounds against linear tests.
- Observe that one can write a $t$-interval noise $\vec{e}$ as $\Delta_{N} \cdot \vec{e}^{\prime}$, where $\vec{e}^{\prime}$ is a $t$-sparse noise, and $\Delta_{N}$ is a $5 N$-by- $5 N$ lower triangular matrix filled with ones. In the definition below, we absorb the accumulation into the parity check matrix: that is, we view $H=M \cdot \Delta_{N}$ as the parity-check matrix, and the $t$-sparse vector $\vec{e}^{\prime}$ as the noise (the two views are equivalent because $\Delta_{N}$ is a public invertible matrix). This presentation is more in line with describing expand-accumulate syndrome decoding as a variant of syndrome decoding over a standard noise distribution (but our description with $t$-interval noise matches more closely the intuition that motivated the approach).
- Eventually, we let $\vec{e}^{\prime}$ be a regular $t$-sparse noise as in previous constructions, since it yields much more efficient constructions and provides the same security guarantees against linear tests (and does heuristically not seem to reduce security).


### 3.10.5.2 Expand-accumulate syndrome decoding

Fix parameters $\mathrm{pp}=(t, c, N) . N=N(\lambda)$ is the number of samples (typically exponential in $\lambda, c=c(\lambda)$ is a matrix sparsity parameter (typically $c=\Theta(\log N)$ or $\omega(\log N)$ ), and $t=t(\lambda)$ is the Hamming weight of the noise (typically $t=\Omega(\lambda)$ ). Let $\Delta_{N}$ denote a $5 N$-by- $5 N$ lower triangular matrix filled with ones. We let $\mathcal{M}_{\mathrm{ea}}(\mathrm{pp})$ denote the distribution obtained by sampling an $N$-by- $5 N$ matrix $M$ whose entries are independent Bernoulli sample equal to 1 with probability $c / 2 N$, and outputting $H=M \cdot \Delta_{N}$. Let $\operatorname{Ber}_{c / 2 N}^{5 N}$ denote the distribution of the rows of $M$ (that is, the rows are sampled as $5 N$ independent Bernoulli samples). We denote by $\mathcal{N}_{\mathrm{ea}}(\mathrm{pp})$ the distribution obtained by concatenating $t$ random unit vectors of length $5 N / t$.

Definition 3.10.6 $(\operatorname{EASD}(t, c, N))$. The expand-accumulate syndrome assumption with noise weight $t$, matrix sparsity $c$, and number of samples $N$, denoted $\operatorname{EASD}(t, c, N)$, states that
$\left\{(H, \vec{b}) \mid H \stackrel{\&}{\leftarrow} \mathcal{M}_{\mathrm{ea}}(\mathrm{pp}), \vec{e} \stackrel{\&}{\leftarrow} \mathcal{N}_{\mathrm{ea}}(\mathrm{pp}), \vec{b} \leftarrow H \cdot \vec{e}\right\} \stackrel{c}{\approx}\left\{(H, \vec{b}) \mid H \stackrel{\&}{\leftarrow} \mathcal{M}_{\mathrm{ea}}(\mathrm{pp}), \vec{b} \stackrel{\&}{\leftarrow} \mathbb{F}_{2}^{N}\right\}$.
The security of EASD against attacks from the linear test framework is directly stated as a theorem about the minimum distance of the code spanned by $H$ in [BCG+22]:

Lemma 3.10.7 $([\mathrm{BCG}+22]$, Theorem 3.10). Fix a parameter $c=\omega(\log N)$. The code generated by the rows of $H=M \cdot \Delta_{N}$ has minimum distance at least $\Omega(N)$, with probability at least $1-N^{-\omega(1)}$ over the choice of $H$.

We now explain how to get a weak PRF from the EASD assumption. Let $\vec{e}_{1}, \cdots, \vec{e}_{t}$ denote the $t$ unit blocks of $\vec{e}$, and let $i_{1}, \cdots, i_{t}$ denote the indices of their nonzero entries. Observe that $\vec{v} \leftarrow \Delta_{N} \cdot \vec{e}$ can be decomposed into $t$ blocks $\vec{v}_{1}, \cdots, \vec{v}_{t}$ such that each block $\vec{v}_{j}$ for $j$ odd is of the form

$$
(0, \cdots, 0,1, \cdots, 1)
$$

where the index of the first 1 is $i_{j}$. When $j$ is even, the block is similar, but in reverse order: $(1, \cdots, 1,0, \cdots, 0)$, with a first 0 at position $i_{j}$. This is more easily observed by noting that the operator $\vec{u} \rightarrow \Delta_{N} \cdot \vec{u}$ is the accumulator operator, which outputs a vector $\vec{v}$ whose $j$-th entries is the XOR of all entries of $\vec{u}$ from 1 to $j$. Now, each of these blocks can be seen as the truth table of a greater-than predicate, either $f_{i_{j}}^{\geq}(\ell)$ which outputs $1 \mathrm{iff} \ell \geq i_{j}$ (for odd $j$ ), or $f_{i_{j}}^{\leq}(\ell)$ which outputs 1 iff $\ell \leq i_{j}$ (for even $j$ ). This observation is what allows to compute the $i$-th entry of $M \cdot \Delta_{N} \cdot \vec{e}$ without computing the full vector, by evaluating $\approx c$ greater-than predicates on inputs defined by the $i$-th row of $H$ (whose Hamming weight is close to $c$ with high probability).

- As for VDSD, the vector $\vec{e} \stackrel{\&}{\leftarrow} \mathcal{N}_{\text {ea }}(\mathrm{pp})$ defines the secret key of $F$. Let $K$ denotes its compressed description $\left(K \in\{0,1\}^{t \cdot \log (5 N / t)}\right)$.
- On input a random $x$,
- use $x$ as the randomness to sample a length- $5 N$ vector $h \leftarrow \operatorname{Ber}_{c / 2 N}^{5 N}(x)$ from the distribution $\operatorname{Ber}_{c / 2 N}^{5 N}$.
- Let $c^{\prime}$ be the Hamming weight of $h$ and let $\left(\ell_{1}, \cdots, \ell_{c^{\prime}}\right)$ denote the positions of the nonzero entries in $h$. Divide $h$ into $t$ equal-length blocks. For $j=1$ to $c^{\prime}$, retrieve the index $j^{\prime}$ of the block where $\ell_{j}$ falls, and compute $y_{j}$ as $f_{i_{j^{\prime}}}^{\geq}\left(\ell_{j}\right)$ (if $j^{\prime}$ is odd) or as $f_{i_{j^{\prime}}}^{\leq}\left(\ell_{j}\right)$ (if $j^{\prime}$ is even).
- Output $F_{K}(x)=\oplus_{j=1}^{t} y_{j}$.

The function is indeed efficient, as it requires sampling a vector of average density $c$ and XORing the outputs of $t$ greater-than predicates. I will let the reader check that the value $F_{K}(x)$ corresponds exactly to $h \cdot \Delta_{N} \cdot \vec{e}$, where $h=\operatorname{Ber}_{c / 2 N}^{5 N}(x)$ is sampled as a uniformly random row of $H$. Therefore, distinguishing $F_{K}$ from a random function using at most $N$ call entails distinguishing $H \cdot \Delta_{N} \cdot \vec{e}$ from random, which contradicts the EASD assumption.

### 3.10.5.3 Function secret sharing for intervals

As we just saw, EASD also yields a weak PRF. But where the PRF obtained from VDSD could be written as an XOR of point functions, that is not the case anymore: rather, we have a weak PRF which can be written as an XOR of greater-than predicates. Fortunately, it turns out that there also exist efficient constructions FSS for greater-than predicates (called distributed comparison functions, or DCFs [BGI16b; BCG+21a]), assuming only a length-doubling pseudorandom generator. The construction, while more involved, follows an approach similar to the construction of distributed point functions. Informally, a DCF allows one to efficiently share a comparison function $f_{<\alpha}^{\beta}:[N] \rightarrow \mathbb{F}$ which maps every $x<\alpha$ to $\beta$ and every $x \geq \alpha$ to 0 .

### 3.10.5.4 From EASD to PCFs

Using FSS for the greater-than predicate, two parties can compute shares of the evaluation of the weak PRF $F_{K}$ defined above. To obtain a PCF for some target additive correlation $C$ from there, we have again two options:

General construction for degree- $d$ correlations. For general degree- $d$ additive correlations, use the observation 3.5.5. But there is a catch: while the product of point functions is still a point function (with quadratically larger domain), the product of two greater-than predicates is not a greater-than predicate anymore, but rather a predicate defined by a "two-dimensional rectangle". Fortunately, the constructions described in the work of [BGI16b] extend to predicates defined by multi-dimensional rectangles, as a particular case of the general construction of PRG-based FSS for predicates defined by an arbitrary decision tree. Concretely, if we target the Beaver triple correlation (a degree- 2 correlation), we must rely on the function class of two-dimensional $5 N / t \times 5 N / t$ intervals over a ring $\mathcal{R}$, where each function in the class is specified by a pair of indices $\alpha_{1}, \alpha_{2} \in[5 N / t]$ and $\beta \in \mathcal{R}$, and defined by

$$
\begin{aligned}
& f_{\alpha_{1}, \alpha_{2}, \beta}:[5 N / t] \times[5 N / t] \rightarrow \mathcal{R} \\
& \left(x_{1}, x_{2}\right) \mapsto \begin{cases}\beta & \text { if } x_{1}<\alpha_{1} \text { and } x_{2}<\alpha_{2} \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

The FSS construction from [BGI16b] has a key size bounded by $2|V|(\lambda+1)$ bits, where $V$ is the set of nodes in the binary decision tree. A $5 N / t \times 5 N / t$ interval function can be expressed as a decision tree with $2 \log (5 N / t)(\log (5 N / t)+1)+1$ nodes, giving a key size of roughly $4 \log ^{2} 5 N / t \lambda$ bits for the FSS scheme. Plugging this FSS in our construction for Beaver triples yields a PCF with a key size of roughly $4 \cdot(t \cdot \log (5 N / t))^{2} \lambda$ bits. Using parameters estimations from $[B C G+22]$, this translates to keys of size about 200 Megabytes.
Specialized construction for OT correlations. Alternatively, if we only want PCFs for subfield VOLE or for OT, we can again follow the much more efficient path outline in Section 3.8. In fact, for the same reason that we could replace the DPF with a PPRF when tailoring the template to the OT correlation, it turns out that a relaxed notion of distributed comparison function suffices, and that this notion can be realized more efficiently. Let me skip the details at this stage and refer the reader to $[B C G+22]$ to discover in more detail what relaxed DCFs are, and how they can be constructed. I will just note that using this approach, the EASD assumption yields a very efficient PCF, with keys in the 200-Kilobyte
range, and the ability to generate around $10^{5}$ pseudorandom OTs per second on one core of a standard laptop (e.g., any modern laptop with a processor that has the AES-NI instruction set).

### 3.11 Beyond Pseudorandom Correlation Functions

We are now reaching the end of this manuscript, which I hope conveys some useful intuitions about pseudorandom correlation generators and their variants: how to build them, how efficient they are, and what challenges lie on the road to better PCGs and PCFs. Before I leave you, let me briefly mention a few more thrilling directions and topics, some of which I briefly mentioned in passing in this write-up.

### 3.11.1 Distributed setup

Even though PCGs and PCFs are the cornerstone of silent secure computation, they do not suffice alone to yield silent protocols: to use them, one also needs to interactively and securely execute the Gen algorithm of the PCG/PCF. While in theory, the fact that Gen outputs short keys suffices to guarantee the existence of a low-communication protocol to securely distribute them, it might not translate to a concretely efficient protocol in practice.

Designing efficient protocols for distributing PCG keys has been an important research topic with nontrivial challenges on its own, especially in the setting of security against malicious adversaries. What makes this challenge particularly well motivated is that (1) we have very efficient MPC protocols in the correlated randomness model with security against malicious adversaries, and (2) a nice byproduct of the silent generation of pseudorandom correlations is that, when using a maliciously-secure MPC protocol in the correlated randomness model, it suffices to use a maliciously-secure protocol to distribute the PCG keys for the resulting silent protocol to be maliciously secure! In theory, this permits to achieve malicious security at a minimal overhead - and an important research effort has been devoted to turning this nice theoretical feature into a reality. In particular, the use of PPRFs (or relaxed DCFs) has been key to achieving more efficient malicious distributed setup protocols.

### 3.11.2 Multiparty PCGs

I touched on this very briefly in Section 3.9.5. In short, all constructions I have described throughout this entire manuscript are restricted to the two-party setting, and as such, they only enable two-party silent secure computation. The more general setting of $n$-party silent MPC requires a generalization of PCGs to $n$-party PCGs. And the reason I have not introduced the notion is... We do not know how to construct it yet!

This is not entirely true. It is known that $n$-party PCGs follow from some high-end cryptographic primitives, such as indistinguishability obfuscation [BGI15] or spooky encryption [DHRW16] (the latter being known from the LWE assumption). However, none of these constructions are anywhere near practical, leaving a wide gap between the two-party setting, where we can base concretely efficient on coding-theoretic assumptions, and the $n$-party setting for $n>2$ where only feasibility results using "heavy hammer" cryptography are known. The issue lies not in the template itself, which extends immediately to the $n$ party setting, but in the FSS component: in fact, the two works I mentioned above [BGI15; DHRW16]
construct multiparty FSS, and the application to $n$-party PCGs follows by plugging these FSS into the template.

### 3.11.2.1 The challenge of multiparty DPFs

Now, to instantiate the template from coding-theoretic assumptions, when targetting lowdegree additive correlations, it would suffice to have $n$-party FSS for point functions only. Unfortunately, while two-party FSS for point functions with domain size $m$ is known with key size $O(\lambda \cdot \log m)$, the best known 3-party constructions have key size $O(\lambda \cdot \sqrt{m})$. This construction is achieved using a slight tweak on the construction which I described in Section 3.5.2.1:

- To deal "compressed shares of zero" to three parties, the dealer distributes unordered pairs of PRG seeds $\{a, b\},\{a, c\}$, and $\{b, c\}$ to the three parties, who expend them by XORing the outputs of the PRG on each of them. This works, because $(\operatorname{PRG}(a) \oplus$ $\operatorname{PRG}(b)) \oplus(\operatorname{PRG}(a) \oplus \operatorname{PRG}(c)) \oplus(\operatorname{PRG}(b) \oplus \operatorname{PRG}(c))=0$.
- For the $\alpha_{0}$-th row, the dealer distributes instead unordered pairs of the form $\{a, b\},\{a, c\}$, and $\{a, d\}$. Observe now that $(\operatorname{PRG}(a) \oplus \operatorname{PRG}(b)) \oplus(\operatorname{PRG}(a) \oplus \operatorname{PRG}(c)) \oplus(\operatorname{PRG}(a) \oplus$ $\operatorname{PRG}(d)$ ) is pseudorandom from the viewpoint of any pair of parties (for example, it looks pseudorandom to the first two parties because of the $\operatorname{PRG}(d)$ term). Yet, no pair of parties can distinguish their seeds from three-party compressed shares of zeroes: they always just see a pair of unordered sets with a single common element.

Unfortunately, unlike the two-party construction, there is no known variant of this technique that opens itself to recursive composition, hence the method is stuck at $O(\sqrt{m})$-sized keys (ignoring terms depending on $\lambda$ ). This is still a nontrivial key size, but when using the template for degree- $d$ additive correlation, there is a power-of- $d$ blowup in the seed size, which becomes already linear in $m$ for $d=2$ !

When targetting only three-party Beaver triples, this limitation can be circumvented by using the more efficient PCG for OLEs which we covered in Section 3.9, since it avoids this quadratic overhead. This approach yields three-party PCG for Beaver triples from the ring syndrome decoding assumption with nontrivial key size $O\left(t^{2} \cdot \lambda \cdot \sqrt{m}\right)$, which have found some interesting applications in recent works [AS22] but are still considerably less efficient than their two-party counterpart.

### 3.11.2.2 Nesting to the rescue

To circumvent the limitations of the PRG-based construction of FSS for point functions, one possible direction is to rely on a nesting technique. At a high level, the idea of nesting is to combine an external FSS scheme within an internal FSS scheme. Concretely, suppose you have a two-party FSS scheme $\mathrm{FSS}_{\text {in }}=\left(\mathrm{FSS}_{\text {in }} . \operatorname{Gen}, \mathrm{FSS}_{\text {in }}\right.$.Eval $)$ for some class of functions $\mathcal{F}_{\text {in }}$, and an outer two-party FSS scheme $\mathrm{FSS}_{\text {out }}=\left(\mathrm{FSS}_{\text {out }} . G e n, \mathrm{FSS}_{\text {out }}\right.$.Eval) for the class of functions $\mathcal{F}_{\text {out }}=\left\{x \rightarrow \operatorname{FSS}_{\text {in }}\right.$. $\left.\operatorname{Eval}(\mathrm{k}, f(x)) \mid f \in \mathcal{F}_{\text {in }}\right\}$ (that is, the outer scheme supports a class of function that evaluates $\mathrm{FSS}_{\text {in }}$. Eval on top of functions from $\mathcal{F}_{\text {in }}$ ). Then one directly gets a 4 -party FSS scheme for the class FSS $_{\text {in }}$ :

- Generate 4 keys by running $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \leftarrow \mathrm{FSS}_{\text {in }}$. Gen $(f)$, and then

$$
\left(\mathrm{k}_{\sigma, 0}, \mathrm{k}_{\sigma, 1}\right) \leftarrow \mathrm{FSS}_{\text {out }} \cdot \operatorname{Gen}\left(\mathrm{k}_{\sigma}, f\right)
$$

for $\sigma=0,1$.

- To evaluate shares of $f(x)$, each pair of parties $\left(P_{\sigma, 0}, P_{\sigma, 1}\right)$ runs $\mathrm{FSS}_{\text {out }}$.Eval $\left(\mathrm{k}_{\sigma, b}, x\right)$ for $\sigma, b=0,1$ to obtain additive shares of $\mathrm{FSS}_{\text {in }} . \operatorname{Eval}\left(\left(\mathrm{k}_{\sigma}, f\right), x\right)$. The terms $\mathrm{FSS}_{\text {in }} \cdot \operatorname{Eval}\left(\left(\mathrm{k}_{\sigma}, f\right), x\right)$ for $\sigma=0,1$ form themselves additive shares of $f(x)$, as expected.

In a recent work [BCM23], we used this nesting technique to obtain new results on lowcommunication secure computation with more than two parties. Because at each application of the nesting, the complexity of the function class blows up, it seems to be limited to a very small number of nesting operations (typically one). Compared to constructions based on iO or LWE, it is therefore limited to fewer parties but can be instantiated from a wider variety of assumptions. And as the reader can guess, it is also not very efficient, we are still in the realm of theoretical feasibility results.

### 3.11.2.3 Programmability to the rescue

A much more practical solution is offered by the notion of programmable PCGs. At a high level, a programmable PCG has the feature that multiple instances of the 2-party PCG can be combined into a single instance of an $n$-party PCG. This is easier to see if the reader remembers the construction of $n$-party Beaver triples from 2-party Beaver triples from Section 2.7.2.1: one can view an $n$-party Beaver triple as a linear combination of $O\left(n^{2}\right)$ "correlated" two-party Beaver triples. Programmable PCGs for Beaver triples allow precisely to correlate two instances in the following way: given a pair of keys ( $\mathrm{k}_{0}, \mathrm{k}_{1}$ ) generating shares of pseudorandom vectors $(\vec{a}, \vec{b})$ and of their component-wise product $\vec{a} \odot \vec{b}$, one can generate a related pair of keys ( $\mathrm{k}_{0}, \mathrm{k}_{1}$ ) generating shares of pseudorandom vectors $(\vec{a}, \vec{c})$ and their component-wise product $\vec{a} \odot \vec{c}$, with a new pseudorandom vector $\vec{c}$, but the same $\vec{a}$ as before.

The notion of programmable PCGs has been introduced in $[B C G+19 b]$, and a programmable PCG for Beaver triples was described in [BCG+20b]. It offers a practical way to achieve $n$-party PCGs, with two main caveats:

- It is not compatible with the technique that lets one generate PCG keys for authenticated Beaver triples, which we mentioned in Section 3.9.4. Concretely, this means that we do not have an efficient strategy, as of today, to generate (silently) the type of $n$-party correlated randomness used in malicious secure computation.
- The cost of sharing an $n$-party correlation scales as $n^{2}$, while a "direct" FSS-based construction (obtained by plugging an $n$-party FSS in the template) would have keys of size scaling linearly with $n$. This makes the construction efficient only for a relatively small number of parties.


### 3.11.3 Public-key PCFs

Eventually, the notion of PCF which we covered in Section 3.10 is still not the perfect counterpart to the efficient protocols we have for the easier setting of secure communication. The reader might remember that we described PCF as a means to emulate a property similar to what one gets from stream ciphers, but in the secure computation setting: a way to continuously and on-demand generate the appropriate shared material to be used in a two-party secure computation protocol.

Now, PCFs like stream ciphers require a distributed setup phase, where the two parties will interact to generate short keys. Over a large network, say, with $n$ users, this means that if $n$ parties want to be able to do pairwise secure computations at any point in the future, they will need to run $\Omega\left(n^{2}\right)$ pairwise distributed setup protocols among themselves, to let each pair of parties obtain shared PCF keys. For secure communication, however, this can be circumvented using public key cryptography: in modern secure communication protocols, each participant simply uploads a short public key online and stores a short associated secret key. Now, whenever two parties $P_{i}, P_{j}$ want to communicate, they can directly derive a shared key $K$ from ( $\mathrm{pk}_{j}, \mathrm{sk}_{i}$ ) and $\left(\mathrm{pk}_{i}, \mathrm{sk}_{j}\right)$ respectively. This means that only $O(n)$ communications are required to enable secure communication between every pair of nodes in the network - a fundamental property over a very large network such as the Web.

A strengthening of the notion of PCF, dubbed public-key PCF, was described in [OSY21] to emulate precisely these features. Informally, a public-key PCF enables all parties to publish online a short public key and store a short secret key, such that each pair $\left(P_{i}, P_{j}\right)$ of parties can later run a key derivation algorithm (without further communication) $\mathrm{k}_{i} \leftarrow \operatorname{Key} \operatorname{Der}\left(\mathrm{pk}_{j}, \mathrm{sk}_{i}, i\right)$ and $\mathrm{k}_{j} \leftarrow \operatorname{Key} \operatorname{Der}\left(\mathrm{pk}_{i}, \mathrm{sk}_{j}, j\right)$ so that the key pair $\left(\mathrm{k}_{i}, \mathrm{k}_{j}\right)$ is a PCF key pair (from which the parties can later derive an arbitrary amount of correlated pseudorandomness). None of the constructions described in this manuscript achieves the stronger notion of public-key PCF. The work of [OSY21] described the first "reasonably efficient" construction using clever and elegant ideas, but their construction is still about five orders of magnitude slower than, for example, the PCF based on Expand-Accumulate codes. Achieving concretely efficient public-key PCFs, which I view as being the holy grail of silent secure computation, remains a thrilling open problem, which is the subject of ongoing work with some of my students.
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[^0]:    ${ }^{1}$ In fact, since fine-grained cryptography only deals with hardness within $P$, one could theoretically hope to achieve unconditional constructions. But we are not there yet, except when targeting security against extremely weak adversaries within the class $\mathrm{AC}^{0}$ [DVV16].

[^1]:    ${ }^{1}$ A function $g: \mathbb{N} \rightarrow[0,1)$ is negligible if for every constant $c>0$, there exists a $\lambda^{\prime}$ such that for all $\lambda \geq \lambda^{\prime}$, $g(\lambda)<1 / \lambda^{c}$.

[^2]:    ${ }^{2}$ Using an ideal functionality allows us to conveniently abstract out the specific implementation of a protocol when using it in a higher level protocol. It is a standard theorem in secure computation that if a higher-level protocol is secure in the honest-but-curious model when the parties have access to ideal functionalities for its components, it remains secure when the ideal functionalities are replaced by secure protocol instantiating the components; see also our discussion in Section 2.1.3.5.

[^3]:    ${ }^{3}$ zka.lc

[^4]:    ${ }^{4}$ One of the latest active trends is to develop specialized hardware tailored to FHE operations, which might gain a few more orders of magnitude compared to optimized software implementations, but will likely not become part of your average laptop.

[^5]:    ${ }^{5}$ Digital signatures are a slightly different beast: even though they technically don't require any algebraic structure, the most efficient constructions so far had to assume structure. But apart from this outsider, the statement is true of any other symmetric primitive we know of.

[^6]:    ${ }^{6}$ All benchmark mentioned are taken from https://www.bearssl.org/speed.html, and ran on the same computer.

[^7]:    ${ }^{7}$ This is one of the reasons why, so far, no legislation prohibits websites from collecting private browsing information, even though secure computation could in principle allow executing any task the websites were

[^8]:    running, without collecting any private data.

[^9]:    ${ }^{8}$ The interested reader can try to show this by themself - this is not too hard - or jump to Section 2.7.2 for a protocol that gives essentially the solution.

[^10]:    ${ }^{1}$ In fact, it is possible to instantiate the hash function using a simple tweak on the AES block cipher, which is the universally used standard cipher. Because it is so ubiquitously used, a set of hardware instructions for AES, the AES-NI instruction set, has even been included on the recent Intel processors. When using hardware instructions to implement calls to $A E S$, the efficiency becomes incredible - about 1.3 clock cycles on a single processor to encrypt a Byte of data. On such processors, OT extension is insanely fast.

[^11]:    ${ }^{2}$ Note, however, that this phase is not information-theoretic anymore, because the correlated randomness used is not truly random, but only pseudorandom. But this is a minor inconvenience; the most important thing is that this phase does not use any heavy cryptographic operations, hence it is highly efficient.

[^12]:    ${ }^{3}$ To give a rough intuition of this impossibility result, the idea is to have a protocol that instructs the participants to reveal all their private inputs if their opponents ever manage to produce a succinct description of their correlated randomness. Since truly random strings cannot be compressed beyond their entropy, this remains secure in the correlated randomness model, but leaks all inputs whenever we use a PCG, since its purpose is exactly to distribute succinct representations of the correlated randomness!

[^13]:    ${ }^{4}$ That's because, in the corruptible correlated randomness model, the adversary can freely decide that the corrupted parties will receive strings with a succinct description; therefore, the protocol given as a counter-example in the correlated randomness model cannot be secure in the corruptible correlated randomness model.
    ${ }^{5}$ The book chapter is available on my webpage: https://geoffroycouteau.github.io/assets/pdf/HSS_ FSS.pdf. It briefly covers PCGs, though its main focus is on the notions of function secret sharing and homomorphic secret sharing. I cover function secret sharing later in this manuscript.

[^14]:    ${ }^{6}$ Leak models the leakage that the adversary is allowed to get about the secret function $f$; more general notions of allowed leakage can be considered, see [BGI16b] for more discussions on this aspect

[^15]:    ${ }^{7}$ Of course, because $Z$ does not contain any secret, the participants could also just always define their shares of $Z$ to be the all-zero string and output 0 on each evaluation. But we will use the PRG-based approach as a starting point to build more advanced forms of FSS, so bear with me!

[^16]:    ${ }^{8}$ That is, the square matrix containing all degree- 2 monomials in the entries of $\vec{u}$. If we want $P$ to also contain degree- 1 or constant monomials, we can append a 1 to $\vec{u}$ - we ignore this minor technicality to avoid making notations heavier.

[^17]:    ${ }^{9}$ This is almost true, with a slight disclaimer: when the codeword length $n$ becomes very large, the polynomial cost $\Omega\left(n^{\omega}\right)$ with $\omega \in[2.3,3]$ of solving a system of linear equations (which is required in all algorithms for syndrome decoding) becomes significant, and it can be avoided when solving the decisional version.

[^18]:    ${ }^{10}$ In fact, the chronology went the other way around: we first designed $O(n)$ solutions for a specific correlation - random oblivious transfers - before achieving an $O(n \cdot \log n)$ solution for other ones - OLEs and Beaver triples and observing that both were optimized instantiation of the generic but inefficient construction which I described in this writeup.

[^19]:    ${ }^{11}$ If that's really the case, congrats!

[^20]:    ${ }^{12}$ This statement holds when solving the search RSD problem, but not necessarily when solving its decisional counterpart. However, as of today the fastest known attacks on decisional RSD rely on information-set decoding [ES23] and actually solve the search variant.
    ${ }^{13}$ There is a very recent exception in the work of $[\mathrm{B} \varnothing 23]$ which tailors algebraic cryptanalysis techniques to the regular syndrome decoding problem. However, they have a very moderate impact on their security and only apply to very specific parameter settings used in so-called "primal" PCG constructions, which I did not cover at all in this manuscript and are typically less efficient than the approach I cover here.

[^21]:    ${ }^{14}$ Recent works $[B C G+22$; GYW +23 ] show how to further halve this cost, but I won't cover these recent techniques here.

[^22]:    ${ }^{15}$ While a PRF can be defined over a polynomial-size domain, in this work, we typically focus on PRFs and PCFs which allow an arbitrary polynomial number of queries since our goal is to let the parties generate an arbitrary (polynomial) number of correlations.

